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چکیده:
با توسعه خودروهای متصل به «شبکه‌های موردی وسایل نقلیه» (VANETs)، صنعت حمل و نقل دستخوش دگرگونی شده است، اما این تحول، به دلیل ساختار باز این شبکه‌ها، نگرانی‌هایی را در مورد امنیت و حریم خصوصی به وجود آورده است. پیدایش وسایل نقلیه متصل به «شبکه‌های موردی وسایل نقلیه» (VANETs) تحولی در حمل و نقل ایجاد کرده است، اما همچنین چالش‌هایی در امنیت و حریم خصوصی به دلیل معماری باز آنها به وجود آمده است. امنیت ارتباطات در «شبکه‌های موردی وسایل نقلیه» با تشخیص سریع نفوذ تضمین می‌شود. تشخیص نفوذ سریع در VANETs برای تضمین ارتباطات امن حائز اهمیت است. این مطالعه، یک روش توزیع‌شده و هوشمند را معرفی می‌کند که با استفاده از یادگیری فدرال و بلاک‌چین، نفوذ در «شبکه‌های موردی وسایل نقلیه» را شناسایی می‌کند. این پژوهش، رویکردی توزیعی و هوشمند را ارائه می‌کند که از یادگیری مشارکتی(فدرال FL) و بلاک‌چین برای تشخیص نفوذ در VANETs بهره می‌برد. به منظور توزیع آموزش الگو در میان خودروها و حفظ حریم خصوصی، الگوهای مختلف شبکه‌های عصبی با استفاده از FL اجرا می‌شوند. الگوهای مختلف شبکه عصبی از طریقFL پیاده می‌شوند تا آموزش الگو را در میان وسایل نقلیه توزیع کنند و در نتیجه موجب حفاظت از حریم خصوصی می‌شوند. نتایج حاصل از شاخص‌های ارزیابی کمی، نشان‌دهنده عملکرد مطلوب چارچوب پیشنهادی است. شاخص‌های ارزیابی کمی، اثربخشی چارچوب پیشنهادی را نشان می‌دهند. برای مثال،به عنوان نمونه، مدل آموزش‌دیده مشارکتی، در مقایسه با روش سنتی آموزش SGD، دقت بالاتری در شناسایی انواع حملات (68% تا 94%) و همچنین یادآوری بهتری (57% تا 88%) دارد. مدل آموزش‌دیده مشارکتی در مقایسه با مدل گرادیان کاهشی تصادفی (SGD) که بطور سنتی آموزش دیده است، در تمام انواع حملات مختلف که محدوده‌ای از 68% تا 94% دارند دقت بالاتری دارد و از لحاظ یادآوری با میزان محدوده یادآوری از 57% تا 88% عملکرد بهتری را دارد. نتایج حاصله نشان‌دهنده‌ی برتری FL در تشخیص نفوذ است و بهبود در صحت، یادآوری و دقت، این برتری را اثبات می‌کند. این نتایج، برتری FL در تشخیص نفوذها را برجسته می‌سازد، و بهتر بودن صحت، یادآوری و دقت آن، مدرکی بر این ادعا است.  برای تقویت حفاظت از امنیت و حریم خصوصی و اطمینان از یکپارچگی داده‌ها در آموزش همکارانه FL در گره‌های غیرمتمرکز، ادغام FL با بلاک‌چین راهکار مناسبی است. ادغامFL با بلاک‌چین، حفاظت از امنیت و حریم خصوصی را بیشتر تقویت می‌کند و یکپارچگی داده‌ها را در طول آموزش FL همکارانه در تمام گره‌های غیرمتمرکز تضمین می‌کند. به منظور رفع کاستی‌های موجود در «شبکه‌های موردی وسایل نقلیه»، این چارچوب جدید، با ایجاد بستری امن برای حفظ حریم خصوصی و نظارت همکارانه و غیرمتمرکز، طراحی شده است. این چارچوب جدید، با تسهیل کردن حفظ حریم خصوصی، نظارت غیرمنظم و همکارانه به روشی قابل اطمینان، نقاط ضعف VANET را مورد بررسی قرار می‌دهد. نتایج ارزیابی‌ها، اعتبار این پژوهش اولیه را که به پتانسیل ترکیب FL و بلاک‌چین به طور کامل نپرداخته است، تأیید می‌کند و نشان می‌دهد که این ترکیب قادر به ارائه تشخیص غیرعادی بودن همکارانه و پایدار است که برای حفظ اطمینان، امنیت و اعتماد در عملکرد «شبکه‌های موردی وسایل نقلیه» حیاتی است.ارزیابی‌ها، این پژوهش مقدماتی که پتانسیل ترکیب FL و بلاک‌چین را کمتر از حد برآورد می‌کند را معتبر می‌دانند تا تشخیص غیرنرمال بودن همکارانه و استوار که برای حفظ قابلیت اطمینان، امنیت و اعتماد به عملیات VANET حیاتی هستند را قادر سازد. 
کلیدواژگان: شبکه‌های موردی وسایل نقلیه، تشخیص نفوذ، یادگیری مشارکتی یا فدرال، بلاک‌چین، FedAVG، قرارداد هوشمند، VeReMi. 



1. مقدمه:
2. 
در سراسر جهان، فناوری به سرعت در حال تغییر سامانه‌های حمل و نقل است، که «شبکه‌های موردی وسایل نقلیه» (VANETs)  به عنوان اجزای حیاتی زیرساخت‌های حمل و نقل هوشمند، نمونه‌ای از این تحول است [1،2]. «شبکه‌های موردی وسایل نقلیه» با ایجاد ارتباطات سیال بین خودروها و زیرساخت، حمل و نقل کارآمدتر و امن‌تری را نوید می‌دهند. با این وجود، ماهیت باز و پویای «شبکه‌های موردی وسایل نقلیه» ، مسائل امنیتی و حفظ حریم خصوصی مهمی را ایجاد می‌کند و نیاز به سازوکارهای قوی تشخیص نفوذ را آشکار می‌سازد [3].
تکامل سریع فناوری در سامانه‌های حمل و نقل در سرتاسر جهان تحولی بزرگ ایجاد کرده است، برای مثال شبکه‌های موردی وسایل نقلیه (VANETs) به عنوان اجزاء جدانشدنی زیرساختارهای حمل و نقل هوشمند پدیدار شده‌اند[1،2]. VANETs با ایجاد ارتباطات نامحسوس بین وسایل نقلیه و زیرساختار، قول حمل و نقلی کاراتر و امن‌تر را می‌دهد. البته باز بودن و پویایی ذاتی VANETs، چالش‌های امنیتی و حریم خصوصی معناداری را مطرح می‌سازد و اهمیت حیاتی ساز و کارهای تشخیص نفوذ را کمتر از حد برآورد می‌کند [3]. 
توسعه شهرهای هوشمند تا حد زیادی به «شبکه‌های موردی وسایل نقلیه» وابسته است. این شبکه‌ها با ایجاد همکاری بین دانشگاه و صنعت، به بهبود جنبه‌های مختلف زندگی شهری، از جمله امنیت و کیفیت زندگی، کمک می‌کنند [4]. VANETs نقشی محوری در پیشرفت شهرهای هوشمند بازی می‌کند و همکاری بین دانشگاه و صنعت را ترویج می‌دهد تا جنبه‌های مختلف زندگی شهری از جمله امنیت و کیفیت زندگی را ارتقا دهد [4]. به منظور مدیریت چالش‌های نوظهور و استفاده بهینه از پتانسیل «شبکه‌های موردی وسایل نقلیه»، لازم است که جزئیات این شبکه‌ها، از جمله سامانه‌های حمل و نقل هوشمند (ITS)، وسایل نقلیه هوشمند و معماری‌های شبکه‌ای وسایل نقلیه، به طور کامل درک شود [5]. برای همین منظور، درک ظرافت‌های VANETs از جمله سامانه‌های حمل و نقل هوشمند(ITS)، وسایل نقلیه هوشمند، و معماری‌های شبکه‌ای وسایل نقلیه، برای بررسی چالش‌های نوظهور و کنترل کردن پتانسیل کامل این شبکه‌ها حائز اهمیت هستند[5]. برای پاسخ به نیاز ضروری تشخیص نفوذ در «شبکه‌های موردی وسایل نقلیه»، این مقاله، یک رویکرد هوشمند را ارائه می‌دهد که با ترکیب یادگیری مشارکتی (FL) و فناوری بلاک‌چین طراحی شده است.در پاسخ به نیاز شدید برای تشخیص نفوذ در VANETs، این مقاله، رویکردی هوشمند پیشنهاد می‌کند که یادگیری مشارکتی(FL) و فناوری بلاک‌چین را ترکیب می‌کند. الگوی یادگیری همکارانه FL، با امکان آموزش غیرمتمرکز الگوها بدون نیاز به تجمیع داده‌ها، به حفظ حریم خصوصی و امنیت داده‌ها کمک می‌کند [6]. FL به عنوان یک الگوی یادگیری همکارانه است که آموزش الگوی غیرمتمرکز را بدون تجمیع داده‌های متمرکز تسهیل می‌سازد و در نتیجه حفاظت از حریم خصوصی و امنیت داده‌ها را تضمین می‌سازد [6].  با توجه به محدودیت منابع گره‌های «شبکه‌های موردی وسایل نقلیه»، بررسی دقیق پیچیدگی مدل و تکنیک‌های بهینه‌سازی برای اطمینان از محاسبات کارآمد و پاسخگویی به موقع ضروری است. البته ماهیت با منابع محدود گره‌های VANET ، مستلزم واکاوی عمیقتر پیچیدگی مدل و تکنیک‌های بهینه‌سازی است تا محاسبه کارا و پاسخگویی در زمان درست را تضمین سازد. این پژوهش در راستای پاسخ به چالش‌های مطرح شده، به بررسی دقیق مدل‌های شبکه عصبی جهت تشخیص نفوذ در «شبکه‌های موردی وسایل نقلیه» می‌پردازد. تلاش‌های پژوهشی ما برای بررسی این چالش‌ها با واکاوی ظرافت‌های مدلهای شبکه عصبی برای تشخیص نفوذ در VANETs تناسب دارند. ما بر آنیم تا راهکارهایی را برای بهینه‌سازی پیچیدگی مدل و بهبود کارایی محاسباتی ارائه دهیم، که در نهایت به افزایش کاربرد عملی چارچوب پیشنهادی ما منجر شود. هدف ما نشان دادن راهبردهایی برای بهینه‌سازی پیچیدگی مدل و کارایی محاسباتی است تا بدین وسیله قابلیت کاربرد عملی چارچوب پیشنهادی ما ارتقا یابد. برای تضمین محاسبات کارآمد، پیچیدگی‌های ناشی از استفاده از مدل‌های شبکه عصبی در تشخیص نفوذ «شبکه‌های موردی وسایل نقلیه» از طریق بهینه‌سازی الگوها برطرف می‌شود. استفاده از مدلهای شبکه عصبی برای تشخیص نفوذ در VANETs، پیچیدگی‌هایی را از لحاظ طراحی الگوها بدست می‌دهد که بهینه‌سازی می‌شوند تا محاسبات کارا را تضمین کنند. ارزیابی پیچیدگی الگوهای شبکه عصبی از دیدگاه‌های متفاوتی امکان‌پذیر است. در اولین گام، بررسی تعداد لایه‌ها و عمق شبکه، از اهمیت بسزایی برخوردار است. پیچیدگی الگوهای شبکه عصبی را می‌توان از چشم‌اندازهای مختلفی ارزیابی کرد. نخست آنکه، در نظر گرفتن تعداد لایه‌ها و عمق شبکه، حیاتی است. قابلیت یادگیری ویژگی‌های پیچیده و انتزاعی در شبکه‌های عصبی عمیق (به دلیل وجود لایه‌های میانی زیاد) وجود دارد، اما این ویژگی پیچیدگی محاسباتی را نیز افزایش می‌دهد. شبکه‌های عصبی عمیق( که دارای لایه‌های میانی بسیاری هستند) می‌توانند ویژگی‌های پیچیده و انتزاعی را در بر بگیرند. البته این نیز می‌تواند پیچیدگی محاسبات را افزایش دهد. لازم است بین عمق شبکه و ظرفیت پردازش گره‌های «شبکه‌های موردی وسایل نقلیه» تعادل برقرار شود، زیرا این امر حیاتی است. بنابراین از بین بردن توازن بین عمق شبکه و ظرفیت پردازش گره‌های VANET حیاتی است. پیچیدگی الگوها می‌تواند تحت تأثیر اندازه لایه‌ها و تعداد نورون‌های هر لایه قرار گیرد. لایه‌هایی که نورون‌های فراوانی دارند، بازنمایی بهتری از داده‌ها را ایجاد می‌کنند، اما در عین حال، نیاز به حافظه و محاسبات بیشتری دارند. اندازه لایه‌ها و تعداد عصب‌ها در هر لایه می‌توانند به پیچیدگی الگو کمک کنند. لایه‌های دارای نورون‌ها(عصب‌های) فراوان می‌توانند یادگیری با بازنمایی بهتری را بدست دهند، اما این نیز دلالت بر افزایش در ملزومات مرتبط با حافظه و محاسبه دارد. بنابراینلذا،  برای عملکرد بهینه، لازم است بین پیچیدگی الگو و منابع محدود گره‌های «شبکه‌های موردی وسایل نقلیه» توازن برقرار شودپیدا کردن توازن بین پیچیدگی الگو و منابع محدود گره‌های VANET مهم است. برای تضمین محاسبات کارآمد، علاوه بر پیچیدگی ذاتی الگوها، تکنیک‌های بهینه‌سازی مناسب نیز باید مورد بررسی قرار گیرندعلاوه بر پیچیدگی ذاتی این الگو، واکاوی تکنیک‌های بهینه‌سازی که محاسبه کارا را تضمین کنند امری ضروری است. فشردگی الگو، با تمرکز بر کاهش حجم الگو، موارد زائد را حذف و بازنمایی‌های فشرده را جایگزین می‌کندفشردگی الگو تکنیکی است که روی کاهش اندازه الگو متمرکز است البته این کار با حذف موارد اضافی و پذیرش بازنمایی‌های فشرده‌تر صورت می‌گیرد. روش‌هایی مانند حذف وزن‌های غیرضروری، حذف نورون‌های کم‌اهمیت و کاهش دقت وزن‌ها، امکان دستیابی به این هدف را فراهم می‌کننداین مهم را می‌توان از طریق روش‌هایی مانند فشردگی وزن، غربالگری عصب و کمی‌سازی وزن تکمیل کرد. برای بهینه‌سازی، می‌توان از روش محاسبات موازی نیز بهره بردمحاسبه موازی، رویکرد بهینه‌سازی دیگری را ارائه می‌دهد. کارایی محاسباتی را می‌توان با استفاده از قابلیت‌های محاسباتی موازی گره‌های «شبکه‌های موردی وسایل نقلیه» و تکنیک‌هایی مانند پردازش توزیع‌شده یا شتاب سخت‌افزاری به طور قابل ملاحظه‌ای افزایش داد. با در نظر گرفتن ظرفیت گره‌های VANET برای تقویت کردن قابلیت‌های محاسبه موازی(رایانش موازی) و بکار بردن تکنیک‌هایی مانند پردازش توزیعی یا شتاب سخت‌افزاری می‌توان کارایی محاسبات را بطور قابل توجهی افزایش داد. ادغام بلاک‌چین با چارچوب FL، به ویژه در مورد ماهیت پویا و محدودیت منابع «شبکه‌های موردی وسایل نقلیه»، پیچیدگی‌ها و ملاحظات بهینه‌سازی بیشتری را به همراه داردعلاوه بر این، ادغام فناوری بلاک‌چین با چارچوب FL، پیچیدگی‌ها و ملاحظات بهینه‌سازی بیشتری را به ویژه درباره ماهیت پویا و با منابع محدود VANETs  ارائه می‌کند. از طریق این روش‌شناسی پیشنهادی، امنیت و حریم‌خصوصی ارتباطات خودروها افزایش می‌یابد و همچنین تکنیک‌های تشخیص نفوذ در «شبکه‌های موردی وسایل نقلیه» پیشرفت می‌کنندروش‌شناسی پیشنهادی نه تنها، امنیت و حریم‌خصوصی ارتباطات مربوط به وسایل نقلیه را افزایش می‌دهد بلکه به پیشرفت تکنیک‌های تشخیص نفوذ در VANETs نیز کمک می‌کند. با استفاده از پایگاه داده VeReMi و ارزیابی‌های تجربی گسترده، نشان می‌دهیم که رویکرد ما قادر به تشخیص دقیق نفوذها و حفظ همزمان حریم خصوصی و امنیت استما با استفاده از پایگاه داده VeReMi و انجام ارزیابی‌های آزمایشی جامع، امکانپذیری و اثربخشی رویکردمان در تشخیص دقیق نفوذها هنگام حفظ حریم خصوصی و امنیت را نشان می‌دهیم. 
مقاله حاضر، بینش‌های ارزشمندی را در خصوص چالش‌ها و راهکارهای احتمالی برای تقویت سازوکارهای تشخیص نفوذ در «شبکه‌های موردی وسایل نقلیه» ارائه می‌دهدمقاله ما، دیدگاه‌های ارزشمندی درباره چالش‌ها و راه‌حل‌های بالقوه برای ارتقای ساز و کارهای تشخیص نفوذ در VANETs ارائه می‌کند. این پژوهش، با استفاده از ترکیب قدرتمند یادگیری مشارکتی (FL) و بلاک‌چین، به ایجاد سامانه‌های حمل و نقل هوشمند با امنیت و تاب‌آوری بیشتر در آینده کمک می‌کندپژوهش ما، با ترکیب نقطه‌قوت‌های FL و بلاک‌چین به تاب‌آوری و امنیت سامانه‌های حمل و نقل هوشمند آینده کمک می‌کند.  بمقاله در ادامه، بخش‌های روش‌شناسی، نتایج آزمایشی و نتیجه‌گیری را شامل می‌شود و در انتها، دیدگاه‌های ارزشمندی را به محققان، شاغلان و سیاست‌گذاران این حوزه ارائه می‌دهدخش‌های بعدی، روش‌شناسی، نتایج آزمایشی و نتیجه‌گیری را ارائه می‌کنند و در پایان دیدگاه‌های ارزشمندی برای محققان، شاغلین و سیاست‌گذاران در این رشته ارائه می‌شود. 
3. کارهای مرتبط:
اطلاعات حساس برای تصمیم‌گیری در سامانه‌های «شبکه‌های موردی وسایل نقلیه» مبتنی بر یادگیری ماشین مورد استفاده قرار می‌گیرند، اما سازوکارهای حریم خصوصی از این داده‌ها محافظت می‌کنندسامانه‌های VANETمبتنی بر ML به اطلاعات حساس برای تصمیم‌گیری متکی هستند، اما از ساز و کارهای حریم‌خصوصی برای حفاظت از این داده‌ها استفاده می‌شود. با توجه به منابع محدود واحدهای درون خودرویی، اجرای یادگیری ماشین سنتی و رویکردهای یادگیری مبتنی بر سوءاستفاده در «شبکه‌های موردی وسایل نقلیه» امکان‌پذیر نیستالبته واحدهای آن‌بورد منبع‌بر از ML سنتی استفاده می‌کنند و کاربرد رویکردهای یادگیری مبتنی بر استفاده غلط برای شبکه‌های وسیله نقلیه غیرعملی است. بنابراین پروتکل سبک‌وزن برای انتقال امن اطلاعات در VANET ضروری استدر نتیجه، پروتکل‌های سبک‌وزن، برای انتقال امن اطلاعات در «شبکه‌های موردی وسایل نقلیه» ضروری هستند[ [6].   در زمینه منابع، آموزش الگوهای یادگیری عمیق، به منابع محاسباتی با توان بالا وابسته استاز چشم‌انداز منابع، منابع محاسباتی با عملکرد بالا برای آموزش الگوهای مبتنی بر DL ضروری هستند. DL به دلیل کسب توجه بسیار زیاد، به طور گسترده در زمینه‌های مختلف «شبکه‌های موردی وسایل نقلیه» به کار گرفته می‌شود تا عملکرد وظایفی مانند تشخیص ناهنجاری در ارتباطات خودرویی، طبقه‌بندی ترافیک شبکه و تشخیص حملات را بهبود بخشدتوجه قابل ملاحظه‌ای را کسب کرده است و بطور گسترده در دامنه‌های مختلف VANET استفاده می‌شود تا عملکرد وظایفی مانند تشخیص نابهنجار در ارتباطات مرتبط با وسیله نقلیه، طبقه‌بندی ترافیک شبکه، و تشخیص حمله را بهبود دهد [[7]. فرآیند تحلیل و استخراج ویژگی‌های مفید از داده‌های ارائه شده، به صورت خودکار توسط الگوهای یادگیری عمیق (DL) انجام می‌شودالگوهای DL، ویژگی‌های مفید از داده‌های ارائه شده را بطور خودکار تحلیل و استخراج می‌کنند. با استفاده از ورودی‌های ترافیک خام و منابع محدود، الگوهای مبتنی بر یادگیری عمیق (DL) در «شبکه‌های موردی وسایل نقلیه» عملکرد بالایی را به نمایش می‌گذارندالگوهای مبتنی بر DL، در بافت VANET، با استفاده از ورودی‌های ترافیک خام و منابع جزئی به عملکرد بالایی دست می‌یابند. این امر باعث می‌شود یادگیری عمیق (DL) به یک تکنیک مناسب برای کاربرد در «شبکه‌های موردی وسایل نقلیه» تبدیل شوداین موضوع DL را تکنیکی مناسب برای کاربرد در شبکه‌های وسیله نقلیه می‌سازد. مقایسه مطالعات مرتبط و نوین در حوزه «شبکه‌های موردی وسایل نقلیه» که از روش‌های یادگیری ماشین (ML) و یادگیری عمیق (DL) استفاده می‌کنند، در جدول یک پرداخته شده استجدول 1، کارهای مرتبط و جدید درباره VANETs را با استفاده از روش‌های ML و DL مقایسه می‌کند. 
در «شبکه‌های موردی وسایل نقلیه»، الگوریتم‌های یادگیری عمیق (DL) و یادگیری ماشین (ML) با وجود مزایا، با چالش‌هایی از جمله محدودیت در دسترسی به داده‌های آموزشی برچسب‌گذاری‌شده، پیچیدگی‌های محاسباتی، مسائل امنیتی و نیاز به قابلیت تفسیر مواجه هستندبا وجود این، الگوریتم‌های DL و ML در VANET، با محدودیت‌های مرتبط با قابلیت دسترسی به داده‌های آموزشی برچسب خورده، پیچیدگی‌های محاسباتی، آسیب‌پذیری‌های امنیتی و قابلیت تفسیر مواجه هستند. به منظور رفع این چالشها، یادگیری مشارکتی (فدرال FL) به عنوان راه حلی امید بخش معرفی میشودبرای غلبه بر این چالش‌ها، یادگیری مشارکتی(فدرال) (FL) راه‌حل امیدبخشی را پیشنهاد می‌کند. FL  به وسایل نقلیه امکان می‌دهد تا با حفظ داده‌های خود به‌صورت محلی، در آموزش مشارکت کنند، آموزش مشارکتی الگوها را فراهم می‌کند، حریم خصوصی را با عدم به اشتراک‌گذاری داده‌های خام تضمین می‌کند و ماهیت توزیع‌شده شبکه را تقویت می‌کندFL آموزش الگوی همکارانه را مجاز می‌داند درحالی که حریم خصوصی را بدون به اشتراک‌گذاری داده‌های خام حفظ می‌کند و ماهیت توزیعی شبکه را تقویت می‌کند و وسایل نقلیه را قادر می‌سازد هنگام نگهداری داده‌ها بصورت موضعی به آموزش کمک کنند. با تجمیع دانش از چندین وسیله نقلیه در سناریوهای عملی «شبکه‌های موردی وسایل نقلیه»،FL  باعث بهبود کارایی منابع، کاهش نیاز به انتقال داده و افزایش قابلیت تعمیم الگو می‌شودFL کارایی منابع را بهبود داده، نیازهای انتقال داده را کاهش داده و عمومیت‌بخشی الگو را از طریق تجمیع دانش از وسایل نقلیه متعدد در سناریوهای VANET واقعی افزایش می‌دهد. 
	جدول 1: مقایسه تحقیقات جدید در VANETs«شبکه‌های موردی وسایل نقلیه»  با استفاده از روش‌های ML و DL
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	استیون و همکاران [ [8]
	VeReMi
	نویسنده، چارچوبی را معرفی کرد که چک کردن‌های معقول را به عنوان بردار ویژگی برای مدلهای یادگیری ماشین در نظر می‌گیرد و تشخیص و طبقه‌بندی سوءرفتار را افزایش می‌دهد. با بکار بردن KNN و SVM، نتایج، بهبود معنادارِ بیش از 20% در دقت تشخیص کلی و چک کردن‌های معقول هنگام حفظ یک یادآوری در 5% را نشان می‌دهد.

	زنگ، یی، و همکاران [ [6]
	VANETشبکه موردی وسایل نقلیه  NS-3 که مجموعه داده‌ها و مجموعه داده‌های ISCX 2012 IDS را شبیه سازی کرده است
	نویسندگان، سامانه مبتنی بر DL را پیشنهاد کردند که بطور خودکار ترافیک بدافزار برای OBU را تشخیص می‌دهد. برخلاف تکنیک‌های قبلی، این روش تنها نیاز به ترافیک خام دارد بدون اینکه نیاز به مشخصه‌های اطلاعات خصوصی که توسط انسان استخراج شده است، داشته باشد.

	شو جی و همکاران [ [9]
	مجموعه داده‌های KDD99
	نویسندگان، نصب کنترل‌کننده SDN توزیع‌شذه روی هر ایستکاه مبنایی را پیشنهاد می‌کنند تا سامانه تشخیص نفوذ همکارانه‌ای را با استفاده از SDN توزیع‌شذه مستقر سازند.

	هسو و همکاران[ [10]
	تعمیم VeReMi
	نویسندگان، الگوریتمی یکپارچه برای سامانه‌های تشخیص سوءرفتار (MDS) ارائه کردند، که الگوهای شبکه‌ عصبی کانولوشن(CNN) و حافظه کوتاه‌مدت طولانی (LSTM) را ترکیب می‌کند تا اطلاعات موقعیت را بازیابی کنند. علاوه بر این، ماشین بردار پشتیبان(SVM) برای طبقه‌بندی دوتایی استفاده می‌شود تا سازگاری وسیله نقلیه تعیین شود.

	یو،ی و همکاران [ [11]
	مجموعه داده‌های سری زمانی
	نویسندگان یک سیستم تشخیص نفوذ (IDS) را مبتنی بر طبقه‌بندی سری زمانی و یادگیری عمیق معرفی کردند تا تشخیص پیام‌های فوری اشتباه را بهبود دهد. آنها از حافظه کوتاه‌مدت طولانی(LSTM) استفاده کردند تا یک طبقه‌بند را ساخته و آموزش دهند که مجاز بودن پیام‌های فوری را با دقت شناسایی می‌کند.

	حسین اس، و همکاران [ [12]
	تعمیم VeReMi
	نویسندگان، یک شمای تشخیص نفوذ سبک‌وزن را برای شبکه‌های تکه‌شده‌ی 5G-V2X پیشنهاد کردند. این شبکه تقطیر دانش(KD) و DL را بکار برده تا الگوهای مبتنی بر ابر را آموزش دهد و دانش را برای مدلهای سبک‌وزن روی CAVs انتقال دهد. این رویکرد دقت تشخیص و امنیت بالادستی را متوازن می‌سازد و پیچیدگی محاسبات و حافظه را هنگام حفظ عملکرد قابل مقایسه با IDSs   مبتنی بر DL سنگینتر کاهش می‌دهد.



برای مدیریت چالش‌های مربوط به داده‌های متمرکز در شبکه‌های حیاتی مانند «شبکه‌های موردی وسایل نقلیه»، یادگیری مشارکتی (FL) به عنوان یک راه حل مناسب مطرح شده است. این روش، به عنوان یک الگوی یادگیری ماشین توزیع‌شده، امکان بهره‌مندی از کاربردهای محاسباتی هوش مصنوعی را در دستگاه‌هایی مانند خودروهای هوشمند فراهم می‌کند و حریم خصوصی کاربران را میسر می‌کندیادگیری مشارکتی(FL)  به عنوان راه‌حلی برای مدیریت چالش‌های داده‌ای متمرکز در شبکه‌های حیاتی مانند VANETs شناسایی شده است و به عنوان الگوی یادگیری ماشین توزیع‌شده‌ای خدمت می‌کند که منفعت کاربردهای محاسباتی مبتنی بر هوش مصنوعی در وسایلی مانند ماشین‌های هوشمند را تقویت می‌کند، در حالی که حریم‌خصوصی کاربر نهایی را تضمین می‌کند. در فرآیند یادگیری مشارکتی (FL)، ابتدا یک مدل یادگیری ماشین/یادگیری عمیق (ML/DL) سراسری آموزش داده می‌شود و سپس پارامترهای به‌روز شده از طریق یک سرور مرکزی به دستگاه‌های نهایی توزیع می‌گرددفرایند FL شامل آموزش الگوی ML/Dl فراگیر و توزیع پارامترهای به روز شده برای وسایل نهایی از طریق یک سرور متمرکز است. در مرحله بعد، هر وسیله نقلیه، مدل ML/DL خود را بر اساس داده‌های محلی آموزش می‌دهد و از مدل آموزش‌دیده سراسری به عنوان راهنما بهره می‌بردسپس هر وسیله الگوی ML/DL موضعی خود را روی داده‌هایش آموزش می‌دهد و از راهنمایی الگوی آموزش‌دیده استفاده می‌کند. کاربران پس از آموزش الگوهای موضعی، پارامترهای خود را برای آموزش سراسری به سرور مرکزی ارسال می‌کنندبعد از آموزش الگوهای موضعی، مشتریان(کاربران)، پارامترهایشان را به سرور متمرکز برای آموزش فراگیر پس می‌فرستند. این چرخه تکراری تا زمان اتمام فرآیند ادامه داشته و در نهایت به تامین دقت مورد نظر سرورهای مرکزی کمک می‌کنداین فرایند تکراری تا کامل شدن ادامه می‌یابد و به درخواست‌ها و پیش‌نیازهای مرتبط با دقت سرورهای متمرکز کمک می‌کند. همانطور که در شکل 1 مشخص است، یادگیری مشارکتی (FL) در کاربردهای مختلفی از جمله تجارت الکترونیک و سلامت الکترونیک مفید واقع می‌شود FL در کاربردهای مختلفی سودمند است از جمله تجارت الکترونیک و مراقبت از سلامت الکترونیک همانگونه که در شکل 1 ترسیم شده است [[13]. به طور خلاصه، استفاده از یادگیری مشارکتی (FL) در «شبکه‌های موردی وسایل نقلیه» و سایر حوزه‌ها، امکان یادگیری توزیع‌شده، حفظ حریم خصوصی و استفاده کارآمد از داده‌های محلی را برای بهبود نتایج یادگیری ماشین فراهم می‌کندبه طور خلاصه، استفاده از یادگیری مشارکتی (FL) در «شبکه‌های موردی وسایل نقلیه» و سایر حوزه‌ها، امکان یادگیری توزیع‌شده، حفظ حریم خصوصی و استفاده کارآمد از داده‌های محلی را برای بهبود نتایج یادگیری ماشین فراهم می‌کنددر مجموع، استقرار FL در VANETs و دیگر زمینه‌ها، یادگیری توزیع‌شده، حفاظت از حریم‌خصوصی و کاربرد کارای داده‌های موضعی برای پیامدهای یادگیری ماشین بهبود‌یافته را مجاز می‌داند. 
برای بهبود جنبه‌های مختلف «شبکه‌های موردی وسایل نقلیه»، می‌توان از یادگیری مشارکتی، به عنوان یک رویکرد یادگیری ماشین غیرمتمرکز، بهره برداز یادگیری مشارکتی( یک رویکرد ML غیرمتمرکز) می‌توان برای محیط VANET استفاده کرد تا جنبه‌های مختلف شبکه را بهبود داد. VANETsدر «شبکه‌های موردی وسایل نقلیه»، خودروهای مجهز به امکانات ارتباط بی‌سیم، اطلاعات را با یکدیگر و با زیرساخت‌های جاده‌ای مبادله می‌کنند شامل وسایل نقلیه مجهز به قابلیت‌های ارتباطی بی‌سیم است که به آنها اجازه می‌دهد تا اطلاعات را با همدیگر و با زیرساختار جاده‌ای معاوضه کنند. در اینجا برخی از موارد و منفعت‌های بالقوه استفاده از یادگیری فدرال در محیط VANETشبکه موردی وسایل نقلیه  آمده است:
پیش‌بینی ترافیک: با استفاده از یادگیری فدرال می‌توان الگوهای ترافیک و ازدحام را در «شبکه‌های موردی وسایل نقلیه» پیش‌بینی کرداز FL می‌توان برای پیش‌بینی الگوهای ترافیک و ازدحام در یک VANET استفاده کرد. 
اجتناب از تصادف همکارانه:   در یک «شبکه‌های موردی وسایل نقلیه»، خودروها می‌توانند با استفاده از یادگیری فدرال، راهبردهای اجتناب از تصادف را به صورت مشارکتی فرا گیرندوسایل نقلیه در یک VANET می‌توانند از  FL استفاده کنند تا راهبردهای اجتناب از تصادف را بطور همکارانه بیاموزند. 
تشخیص غیرنرمال: با استفاده از یادگیری فدرال (FL) می‌توان ناهنجاری‌ها را در «شبکه‌های موردی وسایل نقلیه» مانند تشخیص عملکرد اشتباه عمدی و تصادفی خودروها شناسایی کردFL موجب تشخیص نابهنجاری‌ها در یک VANET مانند تشخیص کارکرد اشتباه سهوی و عمدی وسایل نقلیه می‌شود. 
بهینه‌سازی انرژی: یادگیری فدرال (FL) در «شبکه‌های موردی وسایل نقلیه» با ایجاد مدل‌هایی که پارامترهای اختصاصی خودروها مانند مصرف برق و سطح باتری را در نظر می‌گیرند، به بهینه‌سازی مصرف انرژی کمک می‌کنددر یک VANET، FL می‌تواند مصرف انرژی را با استفاده از توسعه مدلهایی بهینه سازد که در آن الگوها، پارامترهای خاصِ وسایل نقلیه مانند استفاده از برق و سطح باتری درنظر گرفته می‌شوند. 
حس کردن همکارانه: برای جمع‌آوری و اشتراک‌گذاری مشارکتی اطلاعات مربوط به شرایط جاده، آب و هوا و سایر عوامل محیطی مرتبط در «شبکه‌های موردی وسایل نقلیه»، از یادگیری فدرال (FL) می‌توان استفاده کردFL می‌تواند حس کردن همکارانه در یک VANET را تسهیل سازد، بطورریکه، وسایل نقلیه بطور همکارانه اطلاعات درباره شرایط جاده، آب و هوا یا دیگر عوامل محیطی مرتبط را گردآوری کرده و به اشتراک می‌گذارند.   
یادگیری حفظ حریم‌خصوصی: به دلیل حساسیت بالای داده‌های خودروها، حریم خصوصی یک دغدغه مهم در «شبکه‌های موردی وسایل نقلیه» محسوب می‌شودحریم خصوصی به دلیل ماهیت حساس داده‌های وسیله نقلیه، نگرانی قابل توجه در VANETs است. یادگیری فدرال (FL) می‌تواند با آموزش مدل‌ها به صورت محلی در خودروهای مجزا و بدون نیاز به انتقال داده‌های خام به سرور مرکزی، به حفظ حریم خصوصی در این زمینه کمک کنداز FL می‌توان استفاده کرد تا این موضوع را توسط آموزش مدلها بطور موضعی در وسایل نقلیه فردی و بدون انتقال داده‌های خام به یک سرور مرکزی بررسی کرد. 
پژوهش‌های مرتبط با بهبود تشخیص نفوذ، پیش‌بینی ترافیک، کاهش مصرف انرژی و حفاظت از حریم خصوصی در «شبکه‌های موردی وسایل نقلیه» در جدول 2 به تفصیل آمده استبسیاری از کارهای پیشین که هدفشان بهبود تشخیص نفوذ، پیش‌بینی ترافیک، مصرف انرژی و یادگیری حفاظت از حریم‌خصوصی  بوده است در جدول 2 تشریح می‌شوند. 
پیاده‌سازی یادگیری مشارکتی در «شبکه‌های موردی وسایل نقلیه» چالش‌های خاصی را ایجاد می‌کندیادگیری مشارکتی، چالش‌های یکتایی را هنگام کاربرد در VANETs مطرح می‌سازد. موانع قابل توجهی برای پیاده‌سازی یادگیری مشارکتی در «شبکه‌های موردی وسایل نقلیه» وجود دارد که ناشی از ماهیت پویا و غیرمتمرکز، محدودیت‌های اتصال شبکه، توزیع‌های متغیر داده‌ها و تحرک بالای گره‌ها استماهیت پویا و غیرمتمرکز VANETs، همراه با اتصال به شبکه محدود، توزیع‌های متغیر داده‌ها، و گره‌های بسیار متحرک، مانع‌های معناداری برای پیاده‌سازی یادگیری مشارکتی در این بافت ایجاد می‌کنند. پنهان‌بودن شبکه، ارتباطات بالادستی، همگام‌سازی و تضمین حفظ حریم خصوصی در محیط توزیع‌شده، از جمله مسائلی هستند که پیچیدگی استقرار یادگیری مشارکتی در «شبکه‌های موردی وسایل نقلیه» را افزایش می‌دهندموضوعاتی مانند مخفی‌بودن شبکه، ارتباطات بالادستی، همزمان ساختن، و تضمین حفظ حریم خصوصی در یک محیط توزیع‌شده، پیچیدگی استقرار یادگیری مشارکتی در VANETs را به دنبال دارد. به همین دلیل، پژوهش و توسعه در زمینه بررسی این چالش‌ها و ایجاد تکنیک‌های کارآمد یادگیری مشارکتی که به طور خاص برای «شبکه‌های موردی وسایل نقلیه» مناسب هستند، همواره فعال خواهد بوددر نتیجه، بررسی این چالش‌ها و توسعه تکنیک‌های یادگیری مشارکتی کارا که به ویژه برای VANETs مناسب هستند در زمینه پژوهشی و توسعه، فعال باقی خواهند ماند. 
با توجه به مزایای بلاک‌چین در مدیریت محدودیت‌های انتقال داده در اینترنت وسایل نقلیه (IOV) و تضمین حریم خصوصی و امنیت، این فناوری توجه زیادی را از سوی محافل دانشگاهی و صنعتی به خود معطوف کرده استبعلاوه، بلاک‌چین، توجه زیادی را از هردوی دانشگاه و صنعت جلب کرده است به دلیل اینکه در بررسی محدودیت‌های انتقال داده در میان وسایل مختلف در اینترنت وسایل نقلیه(IOV) مزیت‌های فراوانی دارد، در حالی که حریم خصوصی و امنیت را تضمین می‌کند [ [23]. این فناوری، که اساساً برای بانکداری و ارزهای دیجیتال طراحی شده بود، در زمینه‌های گوناگون مورد استفاده قرار می‌گیردبلاک‌چین که در اصل برای بانکداری و ارزهای دیجیتال توسعه یافت، کاربردهایی در زمینه‌های مختلف کسب کرده است. با استفاده از حسگرهای تعبیه شده در خودروها و امکان استفاده از «شبکه‌های موردی وسایل نقلیه»، سامانه‌های حمل و نقل هوشمند (ITS) توانسته‌اند مشکلات حمل و نقل شهری را به میزان قابل توجهی کاهش دهندسامانه‌های حمل و نقل هوشمند(ITS) مشکلات حمل و نقل شهری را کاهش داده‌اند زیرا حس‌گرهایی در وسایل نقلیه است و آنها را قادر می‌سازد تا از شبکه‌های موردی وسایل نقلیه(VANETs) استفاده کنند[ [24]. VANETsبه منظور افزایش جریان ترافیک شبکه، «شبکه‌های موردی وسایل نقلیه» اطلاعات زمان‌بندی‌شده و خدمات حمل و نقل هوشمند را ارائه می‌دهند جریان ترافیک شبکه را افزایش می‌دهد و اطلاعات زمانبندی شده و خدمات حمل و نقل هوشمند را فراهم می‌کند. VANETsاین شبکه‌ها انتقال داده‌های خودسازمان‌دهنده را برای خودروهای در حال حرکت فراهم می‌کنند و امکان استفاده از برنامه‌هایی مانند هشدارهای ایمنی و کمک به رانندگی را در خودروها فراهم می‌کنند انتقال داده‌های خودسامان‌گر را برای وسایل نقلیه روی جاده تسهیل می‌سازد و از کاربردهایی مانند هشدارهای امنیتی و کمک به رانندگی در وسیله نقلیه پشتیبانی می‌کند. 
	جدول 2: کارهای پیشین در محیط VANETشبکه موردی وسایل نقلیه  که هدفشان بهبود تشخیص نفوذ، پیش‌بینی ترافیک، مصرف انرژی و یادگیری حفاظت از حریم خصوصی است.

	موارد استفاده
	دستاورد

	پیش‌بینی ترافیک
	پیش‌بینی ترافیک بی‌سیم مبتنی بر FL( FedDA)[ [15]

	تشخیص نابهنجاری
	تشخیص نفوذ در شهرهای هوشمند با استفاده از یادگیری مشارکتی توزیع‌شده‌ی شبکه‌های عصبی [ [17]

	بهینه‌سازی انرژی
	سامانه‌های تشخیص نفوذ(IDSs) در IOV با استفاده از FL [ [18]
کارایی انرژی وسایل نقلیه هوایی خودران(UAVs) و اتصال وسایل نقلیه زمینی خودران (UGVs) با استفاده از FL[ [19]
مقایسه با چارچوب یادگیری مشارکتی (FedAvg) و HFL از لحاظ مصرف انرژی و تاخیر و دقت در ارتباطات[ [20].

	حفاظت از حریم‌خصوصی
	شمای حفاظت از حریم‌خصوصی مبتنی بر هویت ناشناس برای حفاظت از حریم خصوصی هویتی وسایل نقلیه با اثبات دانش صفر(ZKP) با استفاده از FL   [ [21].
شمای یادگیری مشارکتی غیرمتمرکز (FL) که روش تجمیع مبتنی بر کیفیت، رمزنگاری پخش کمک پویای تعمیم یافته (DconBE)   و حریم خصوصی متمایز موضعی را ادغام می‌کند[ [22].
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شکل 1: کاربرد یادگیری مشارکتی در یک محیط VANETشبکه موردی وسایل نقلیه[ [14].
پارلمان اروپا فناوری ارتباط خودرو با همه چیز (C-V2X) را رد کرده و به جای آن، ارتباطات با برد کوتاه اختصاصی (DSRC)  را پذیرفته استپارلمان اروپا، ارتباطات با محدوده کوتاه تخصصی (DSRCs) را به جای فناوری ارتباط خودرو با همه چیز (C-V2X) پذیرفته است[ [25]. فناوری بلاک‌چین، که به تازگی ظهور کرده است، تعاملات همتا را ممکن می‌سازد و دفاتر کل توزیع‌شده را بدون نیاز به مراجع مرکزی مدیریت می‌کندبلاک‌چین، فناوری جدیدی است که تعاملات هم‌سنخ را تسهیل کرده و روی دفاتر کل توزیع‌شده بدون مجوز مراجع مرکزی تاثیر می‌گذارد. پتانسیل این فناوری در بهبود اعتبار داده‌ها و پاسخگویی در کاربردهای متنوع «شبکه‌های موردی وسایل نقلیه» مورد توجه قرار گرفته استارزش بالقوه‌اش در ارتقای اعتبار داده‌ها و پاسخگویی در کاربردهای مختلف VANET تشخیص داده شده است. خودروهای خودران برای انجام تبادل داده‌ها نیازمند سطح بالایی از اعتماد هستند، که این امر به ویژه در سناریوهای حمل و نقل هوشمند مانند قراردادهای هوشمند اهمیت پیدا می‌کندوسایل نقلیه( که بطور خودکار عمل می‌کنند) نیاز به اعتماد زیادی به مبادله داده‌ها دارند این امر به ویژه در سناریوهای حمل و نقل هوشمند مانند قراردادهای هوشمند صادق است[ [26]. 
به منظور ایجاد اعتماد در بلاک‌چین، گره‌ها، بلوک‌های جدید را اعتبار سنجی می‌کننددر فناوری بلاک‌چین، گره‌ها، بلوک‌های جدیدی را معتبر می‌سازند تا اعتماد به این سامانه را ایجاد کنند. «اثبات کار» (PoW) فرآیند اعتبارسنجی است که اعتبار تراکنش‌های ویژه درون شبکه را تضمین می‌کنداین فرایند اعتباردهی به عنوان اثبات کار (PoW) شناخته می‌شود و اعتبار تعاملات خاص درون شبکه را تضمین می‌کند. تأیید بلوک‌های جدید از طریق انتشار آنها به تمام گره‌های کامل (FNs) شبکه، وظیفه اصلی گره‌های کامل (FNs) استگره‌های کامل (FNs) نقشی حیاتی در تایید بلوک‌های تازه ایجاد شده توسط پخش آنها به همه FNها در شبکه بازی می‌کنند. عملکرد بلاک‌چین تحت تأثیر عواملی مانند تأخیر انتشار کلی و تعداد گره‌ها قرار می‌گیرداین فرایند با در نظر گرفتن عواملی مانند تاخیر پخش کلی و تعداد گره‌ها روی عملکرد بلاک‌چین تاثیر می‌گذارد. در شبکه‌های بلاک‌چین، امنیت، اعتبار اجماع و مصرف انرژی به عنوان ملاحظات حیاتی مطرح هستند امنیت، اعتبار اجماع و مصرف انرژی، ملاحظات حیاتی در شبکه‌های بلاک‌چین هستند [[27]. 
برای حفظ هویت، حریم خصوصی و موقعیت خودروها در «شبکه‌های موردی وسایل نقلیه»، معماری‌ای با استفاده از اینترنت اشیاء (IoT) و بلاک‌چین خصوصی پیاده‌سازی شد برای حصول اطمینان درباره هویت و حریم‌خصوصی وسایل نقلیه و موقعیت‌های آنها در VANETs، یک معماری مبتنی بر رویکرد زنجیره اینترنت اشیاء (IoT) و بلاک‌چین خصوصی ساخته شد[[28]. «شبکه‌های موردی وسایل نقلیه» به منظور افزایش اعتبار و امنیت تبادل داده‌ها ایجاد شده‌اندهدف اولیه VANETs این است که اعتبار و امنیت مبادله داده‌ها را افزایش دهد. به منظور افزایش امنیت داده‌ها، یک چارچوب سه لایه ارائه شد در این خصوص، چارچوبی سه لایه پیشنهاد شد تا امنیت داده‌ها را بهبود دهیم[[29]. به منظور بررسی نگرانی‌های حریم خصوصی، یک سیستم شهرت ناشناس بر پایه بلاک‌چین پیشنهاد شد که کلیدهای عمومی را از هویت‌های واقعی متمایز می‌کندبرای بررسی نگرانی‌ها درباره حریم خصوصی، سامانه شهرت ناشناس مبتنی بر بلاکچین پیشنهاد شد تا کلیدهای عمومی را از هویت‌های واقعی جدا کند. بلاک‌چین برای تضمین ارتباطات امن داده‌ها در بین پهپادهایی که در شبکه 5G در حال پرواز هستند، مورد استفاده قرار گرفت همچنین از بلاکچین استفاده شد تا ارتباطات امن داده‌ها میان پهپادهای در حال پرواز در یک شبکه 5G تضمین شود[[31]. به منظور بررسی سیستم‌های امن ذخیره‌سازی و اشتراک‌گذاری داده‌ها در «شبکه‌های موردی وسایل نقلیه»، تکنیک بلاک‌چین کنسرسیوم را مورد مطالعه قرار دادیمعلاوه بر این، ما تکنیک بلاکچین مشارکتی(کنسرسیوم) برای سامانه‌های ذخیره امن و به اشتراک‌گذاری داده‌ها در VANETs را مورد بررسی قرار دادیم. تحقیقاتی که در زمینه «شبکه‌های موردی وسایل نقلیه» انجام شده است، از قراردادهای هوشمند و بلاک‌چین کنسرسیوم برای دستیابی به ذخیره‌سازی و اشتراک‌گذاری امن داده‌ها استفاده کرده‌اند پژوهش‌های دیگر از قراردادهای هوشمند و بلاکچین مشارکتی استفاده کردند تا به ذخیره و به اشتراک‌گذاری داده های امن در VANETs نائل شوند[[33]. در این پژوهش، نگرانی‌های حریم خصوصی و امنیتی مورد بررسی قرار گرفته و سرورهای رایانش لبه‌ای مانند RSUs که ممکن است به طور کامل قابل اعتماد نباشند، مورد توجه قرار می‌گیرنداین پژوهش، با بررسی نگرانی‌های حریم خصوصی و امنیتی، سرورهای رایانش لبه‌ای مانند RSUs را در مواجهه با چالش‌ها درنظر می‌گیرد که کاملاً مورد اعتماد نبوده‌اند. فناوری بلاک‌چین، در راستای بهبود رایانش لبه‌ای در خودروهای برقی نیز مورد استفاده قرار گرفته است بعلاوه، فناوری بلاکچین برای ارتقای رایانش لبه‌ای در وسیله‌های نقلیه برقی مورد استفاده قرار گرفته است[[34]. کاربردهایی که با در نظر گرفتن زمینه، انرژی و تبادل اطلاعات بین وسایل نقلیه طراحی شده‌اند، شناسایی شدند و برای اثبات کار (PoW) از شاخص‌هایی مانند میزان مصرف انرژی و حجم داده‌ها بهره می‌برندکاربردهای آگاه از زمینه، مبتنی بر انرژی و تعاملات اطلاعات بین وسایل نقلیه تشخیص داده شدند و از شاخص‌هایی مانند فراوانی استفاده از انرژی و داده‌ها برای نائل شدن به اثبات کار (PoW) استفاده می‌کنند. 
تشخیص نفوذ در «شبکه‌های موردی وسایل نقلیه» با استفاده از روش‌های سنتی یادگیری ماشین (ML) و یادگیری عمیق (DL) به دلیل پویایی و پیچیدگی این شبکه‌ها، با محدودیت‌هایی مواجه استالبته رویکردهای ML و DL سنتی به دلیل ماهیت پویا و پیچیده‌ی این شبکه‌ها، برای تشخیص نفوذ در VANETs کافی نیستند. آنها به دنبال ارائه سازوکارهای تشخیص بلادرنگ و تطبیق‌پذیر مناسب هستند، در حالی که ناهمگنی داده‌های خودروها چالش‌های بیشتری را ایجاد می‌کندآنها می‌کوشند تا ساز و کارهای تشخیص در زمان واقعی و انطباقی مناسبی را فراهم کنند و ناهمگنی داده‌های وسایل نقلیه، چالش‌های بیشتری را مطرح می‌سازند. یادگیری فدرال (FL) در این میان، راه حلی امیدوارکننده ارائه می‌دهددر مقابل، FL راه‌حل امیدبخشی را پیشنهاد می‌کند. یادگیری فدرال (FL) به خودروها این امکان را می‌دهد که بدون به اشتراک‌گذاری داده‌های خام، به صورت مشارکتی یک مدل را آموزش دهند و در عین حال حریم خصوصی خود را حفظ کنندFL، وسایل نقلیه را قادر می‌سازد تا یک الگو را هنگام محافظت از حریم خصوصی بطور همکارانه آموزش دهند (نه به وسیله به اشتراک‌گذاری داده‌های خام). این روش با کنترل داده‌های جمع‌آوری‌شده خودروها، تشخیص نفوذ در «شبکه‌های موردی وسایل نقلیه» را ارتقا می‌دهد و مقیاس‌پذیری، حریم خصوصی و کارایی محاسباتی را بهبود می‌بخشداین رویکرد، اطلاعات انباشته وسایل نقلیه را کنترل کرده و تشخیص نفوذ در VANETs را ارتقا داده و سنجش‌پذیری، حریم خصوصی، و کارایی محاسباتی را بهبود می‌بخشد. 
همچنین، بلاک‌چین با ماهیت غیرمتمرکز و ضد دستکاری خود، امنیت و اعتماد را در «شبکه‌های موردی وسایل نقلیه» بهبود می‌بخشدبطور مشابه، فناوری بلاکچین، امنیت و اعتماد به VANETs از طریق ماهیت غیرمتمرکز و مقاوم در برابر دستکاری را افزایش می‌دهد. ترکیب بلاک‌چین و یادگیری فدرال (FL) به تجمیع امن و قابل تأیید به‌روزرسانی‌های مدل کمک می‌کندادغام بلاکچین با FL، تجمیع امن و قابل‌تایید به روز رسانی الگو را تضمین می‌کند. با استفاده از بلاک‌چین قابل جهش، می‌توان اطمینان حاصل کرد که داده‌های تشخیص نفوذ دست نخورده و معتبر هستند و در نتیجه، قابلیت اطمینان کل سیستم بهبود می‌یابدبلاک‌چین قابل‌جهش، یکپارچگی و موثق بودن داده‌های تشخیص نفوذ را تضمین کرده و قابلیت اطمینان کلی سامانه را ارتقا می‌دهد. ترکیب یادگیری فدرال (FL) با بلاک‌چین، برای بهره‌گیری از نقاط قوت هر دو روش، از اهمیت بالایی برخوردار استادغام FL و بلاکچین برای کنترل نقطه قوت‌های هردو رویکرد حیاتی است. یک راه حل مؤثر برای تشخیص نفوذ در «شبکه‌های موردی وسایل نقلیه»، از طریق ترکیب حفاظت از حریم خصوصی یادگیری فدرال (FL) و یادگیری مشارکتی، با مدیریت داده‌های مقاوم در برابر دستکاری بلاک‌چین قابل دستیابی استیک راه‌حل قوی و کارا برای تشخیص نفوذ در VANETs با ترکیب حفاظت از حریم‌خصوصی FL و یادگیری همکارانه با مدیریت داده‌های مقاوم در برابر دستکاری بلاکچین بدست می‌آید. این رویکرد ترکیبی، محدودیت‌های روش‌های سنتی یادگیری ماشین (ML) و یادگیری عمیق (DL) را پشت سر گذاشته و قابلیت انطباق، حریم خصوصی، امنیت و قابلیت اطمینان بیشتری را در تشخیص نفوذ در «شبکه‌های موردی وسایل نقلیه» ارائه می‌دهداین رویکرد ادغام شده، بر محدودیت‌های روش‌های ML و DL سنتی غلبه می‌کند و قابلیت انطباق، حریم خصوصی، امنیت و قابلیت اطمینان بهتری را برای تشخیص نفوذ در VANETS بدست می‌دهد.
شبکه‌های خودرویی (VN) قادر به انتقال، ذخیره‌سازی و پردازش لحظه‌ای داده‌های حجیم برای کاربردهای سرگرمی و ایمنی بوده و ارتباطات بین خودروها و زیرساخت (V2I)، خودروها با یکدیگر (V2V) و خودروها با سایر اشیاء (V2X)  را ممکن می‌سازندشبکه‌های وسیله نقلیه (VN) از عهده انتقال داده‌های گسترده، ذخیره‌سازی آنها و محاسبات در زمان واقعی برای اهداف سرگرمی و امنیتی بر می‌آید و برقراری ارتباطات بین وسایل نقلیه و زیرساختار (V2I)، بین خود وسایل نقلیه (V2 V) و بینوسایل نقلیه و هرچیز دیگری(V2X) را قادر می‌سازد. شبکه‌های موردی وسایل نقلیه و واحدهای کنار جاده (RSU) منابع اصلی اطلاعات معتبر برای ارتباط خودرو با زیرساخت (V2I) هستندV2I به VANET و RSU برای کسب اطلاعات معتبر متکی است. در شرایطی که زیرساخت وجود ندارد، مانند ساعات پر ترافیک یا زمان‌های اضطراری، ارتباط خودرو به خودرو (V2V) کاربردی است.V2 V در طول ساعات دارای مشکل یا در زمان‌های اضطراری بدون زیرساختار مورد استفاده قرار می‌گیرد.  هوش مصنوعی، یادگیری ماشینی و منطق فازی برای تشخیص وسیله نقلیه، سرعت و میزان آلایندگی آن به کار می‌روند، اما این روش‌ها به توان پردازشی قابل توجهی نیاز دارند که در یک معماری کاملاً توزیع‌شده قابل دستیابی نیست.AI، ML و منطق فازی برای تشخیص وسیله نقلیه، سرعتش، و زیان ناشی از انتشارش بکار برده می‌شود، اما این روش‌ها نیاز به قدرت پردازش قابل توجهی دارند که در یک معماری کاملاً توزیع‌شده امکانپذیر نیستند. یادگیری فدرال (FL) به خاطر رویکرد یادگیری ماشین توزیع‌شده‌اش، برای مقابله با این چالش‌ها بسیار مناسب استFL، به دلیل رویکرد یادگیری ماشین توزیع‌شده‌اش، انتخابی ایده‌آل برای چنین مشکلاتی است. دستگاه‌های سیار، داده‌ها را جمع‌آوری، الگوهای محلی را آموزش و برای ایجاد الگوی کلی، آن‌ها را با یک تجمیع‌کننده به اشتراک می‌گذارندوسایل متحرک، داده‌ها را گردآوری کرده، الگوهای موضعی را آموزش داده و آنها را با یک گردآورنده به اشتراک می‌گذارند تا یک الگوی کلی را ایجاد کنند. دستگاه‌های متحرک به طور مداوم الگوی کلی را آموزش می‌دهند تا به هدف مورد نظر برسندوسایل متحرک به آموزش دادن الگوی کلی تا زمانی که هدف مطلوب بدست آید، ادامه می‌دهند. ترکیب یادگیری فدرال (FL) و بلاک‌چین، چالش‌های موجود در سامانه‌های متمرکز، مانند محدودیت منابع، را حل کرده و برای کاربردهای خودروهای خودران کارآمد استیکپارچه کردن FL و بلاک‌چین، چالش‌هایی در سامانه‌های متمرکز مانند محدودیت‌های منابع را بررسی کرده و برای کاربردهای وسایل نقلیه خودکار مناسب هستند. با استفاده از این راه حل غیرمتمرکز، مصرف منابع بهینه شده و بار کاری نسبت به شبکه‌های متمرکز، به طور مساوی توزیع می‌شوداین راه‌حل غیرمتمرکز، کاربرد منابع را بهینه ساخته و بارهای کاری را در مقایسه با شبکه‌های متمرکز متوازن می‌سازد. علاوه بر این، به منظور اطمینان از صحت داده‌ها، ذخیره‌سازی امن و انتقال آن‌ها در شبکه‌های موردی وسایل نقلیه، از رمزنگاری استفاده می‌شوداستفاده از رمزارزنگاری در VANET، سازگاری داده‌ها، ذخیره‌سازی امن و انتقال در شبکه را تضمین می‌کند. از طریق بلاکچین، ردیابی و تأیید هویت خودروهای متصل صورت می‌پذیرد، صحت و مجوز داده‌ها تأیید می‌شود، ارتباطات داده امن بین خودروها برقرار می‌شود، تراکنش‌ها معتبر می‌شوند و داده‌های آموزش‌دیده محلی هر خودرو ذخیره می‌گردد بلاکچین، وسایل نقلیه متصل را ردیابی کرده و هویتشان را تایید می‌کند و بدین ترتیب موثق و مجاز بودن داده‌ها را تایید می‌کند و ارتباطات داده‌های امن میان وسایل نقلیه را تضمین کرده و معاملات را معتبر ساخته و داده‌های بطور موضعی آموزش دیده را برای هر وسیله نقلیه ذخیره می‌کند[[13]. 
از آنجا که پارامترهای مدل در حین انتقال داده‌ها می‌توانند داده‌های ارزشمندی را افشا کنند، محققان و توسعه‌دهندگان به دنبال ارتقای امنیت شبکه‌های موردی وسایل نقلیه هستندافشای داده‌های ارزشمند از طریق پارامترهای مدل در طول انتقال داده‌ها، پژوهشگران و توسعه‌گران را واداشته است که امنیت VANET را افزایش دهند. با هدف حفظ اطلاعات حساس و مقابله با مهندسی معکوس، آنها روش‌های امنیتی شناخته شده و دفاع از حریم خصوصی را به کار گرفته و فناوری‌های یادگیری فدرال (FL)  و بلاک‌چین (BC) را با هم ترکیب کرده‌اندآنها روش‌های امنیت معروف و دفاع از حریم خصوصی را پذیرفته‌اند، فناوری‌های FL و BC را ادغام کرده تا در برابر مهندسی معکوس خود را حفظ کرده و از اطلاعات حساس حفاظت کنند.   در جدول 3، اطلاعات مربوط به تعدادی از کارهای قبلی در این زمینه آمده استجدول 3، برخی کارهای پیشین در این زمینه را تشریح می‌کند. 
هدف از این پژوهش، بررسی ادغام یادگیری مشارکتی و بلاکچین در «شبکه‌های موردی وسایل نقلیه» و به کارگیری مجموعه داده‌های VEREMI برای حل مسأله تشخیص نفوذ استدر این پژوهش، ما بطور خاص به یکپارچه کردن یادگیری مشارکتی و بلاکچین در VANETs علاقه‌مند هستیم تا تشخیص نفوذها را با استفاده از مجموعه داده‌های VEREMI حل و فصل کنیم. هدف این پژوهش، ارتقای امنیت و حریم خصوصی «شبکه‌های موردی وسایل نقلیه» با استفاده از ترکیب قابلیت‌های آموزش مشارکتی الگو در یادگیری مشارکتی و ویژگی‌های غیرمتمرکز و مقاوم در برابر دستکاری بلاک‌چین استبا ترکیب کردن قابلیت‌های آموزش الگوی همکارانۀ یادگیری مشارکتی و ویژگی‌های غیرمتمرکز و مقاوم در برابر دستکاری فناوری بلاکچین، هدفمان افزایش امنیت و حریم خصوصی VANETs است. مجموعه داده‌های VEREMI ابزاری ارزشمند برای سنجش میزان کارآمدی روش پیشنهادی ما در تشخیص دقیق و مؤثر نفوذها در «شبکه‌های موردی وسایل نقلیه» استمجموعه داده‌های VEREMI به عنوان منبع ارزشمندی برای ارزیابی اثربخشی رویکرد پیشنهادی ما در تشخیص دقیق و کارای نفوذها در VANETs یاری می‌رساند. 
بخش آتی به شرح روش پیشنهادی ما در زمینه ادغام یادگیری فدرال (FL)، بلاک‌چین و شبکه‌های عصبی برای شناسایی نفوذها و ارتقای امنیت شبکه‌های موردی وسایل نقلیه با استفاده از مجموعه داده‌های VEREMI و نتایج حاصله اختصاص داردبخش بعدی، روش پیشنهادی ما برای یکپارچه کردن FL، بلاکچین و شبکه‌های عصبی ارائه می‌شود تا نفوذها را تشخیص داده و امنیت شبکه‌های VANET را با استفاده از مجموعه داده‌های Veremi همراه با نتایج حاصله بهبود دهیم. 

4. الگوی پیشنهادی تشخیص نفوذ:
 این پژوهش به توسعه یک رویکرد یکپارچه برای مقابله با چالش‌های تشخیص نفوذ در شبکه‌های موردی وسایل نقلیه می‌پردازدما رویکردی یکپارچه را توسعه می‌دهیم که چالش‌های تشخیص نفوذ VANET را بررسی می‌کند. ابتدا در این بخش، یک دیدگاه کلی از راه حل پیشنهادی ارائه می‌دهیم، و سپس به طراحی سطح بالای روش پیشنهادی می‌پردازیماین بخش چشم‌اندازی از راه‌حل پیشنهادی را ارائه می‌دهد، بعد از آن، ما سطح بالای روش پیشنهادی را طرح‌ریزی می‌کنیم. در ادامه، به شرح جزئیات مربوط به اجرای ادغام بلاکچین می‌پردازیمسپس جزییات اجرای ادغام بلاکچین را تشریح می‌کنیم. 
	جدول 3: کارهای مرتبط درباره ادغام یادگیری مشارکتی و بلاکچین در VANETشبکه موردی وسایل نقلیه  .

	مسائل
	تشریح کارهای مرتبط

	امنیت
	در سال 2019، کیو، جونفی و همکاران [ [35] یک تکنیک به اشتراک‌گذاری طیف امن و نوآورانه را برای شبکه‌های سلولی VANETشبکه موردی وسایل نقلیه  با استفاده از بلاکچین معرفی کردند.
در سال 2019، نویسندگان در رفرنس [ [36]، FLchain را پیشنهاد کردند که یک الگوی مبتنی بر بلاکچین برای افزایش امنیت یادگیری مشارکتی(FL) است.
در سال 2022، نویسندگان در منبع [ [37]، FBTM را پیشنهاد کردند، که ترکیبی از یادگیری مشارکتی و بلاکچین برای مدیریت اعتماد در IoV بود. نتایج شبیه‌سازی، اثربخشی آن در افزایش امنیت IoV را نشان می‌دهد.

	حفاظت از حریم خصوصی
	در سال 2020، نویسندگان در منبع [ [38] یک سیستم حمل و نقل خودکار را همراه با حفاظت از حریم خصوصی و ارتباطات وسیله به وسیله کارا طراحی کردند. با بکار بردن یک شمای اجماع بلاکچین، هماهنگی مرکزی حذف شد.
در سال 2021، قیمیر و راوات در منبع [ [39] چارچوبی نظری برای FL توانمند شده با بلاکچین در IoV ارائه کردند که به حریم خصوصی، قابلیت تاییدتأیید و امنیت در خدمات ITS اولویت می‌داد. بلاکچین، تغییر پارامتر مدل را تسهیل می‌سازد در حالی که وسایل نقلیه ماینر، انباشت فدرال امن را تضمین می‌کنند.

	بهینه‌سازی انرژی
	در سال 2022، مولاهی، تارک و همکاران در رفرنس [ [40] تکنیک‌های طبقه‌بندی را بکار بردند تا تهدیدهای سایبری در VANETشبکه موردی وسایل نقلیه  و ITS در سطح وسیله نقلیه را تشخیص دهند. مدلها از طریق بلاکچین و راهبرد تجمیع آپلود، به روز شده و به وسایل نقلیه برگردانده می‌شدند. کارایی انرژی وسایل نقلیه هوایی خودران(UAVs) و اتصال وسایل نقلیه زمینی خودران (UGVs) با استفاده از FL صورت می‌گیرد [ [19].
مقایسه چارچوب یادگیری مشارکتی (FedAvg) و HFL از لحاظ مصرف انرژی و تاخیر و دقت در ارتباطات

	حفاظت از حریم خصوصی
	شمای محافظت کننده از حریم خصوصی مبتنی بر هویت ناشناس برای حفاظت از حریم خصوصی هویتی وسایل نقلیه با اثبات دانش صفر(ZKP) و با استفاده از FL [ [21].
شمای یادگیری فدرال (FL) غیرمتمرکز که یک روش تجمیع مبتنی بر کیفیت، رمزارزنگاری پخش کمک پویای تعمیم‌یافته (DconBE) و حریم خصوصی متمایز موضعی را ادغام می‌کند.[ [22]



4.1 چشم‌اندازی به مجموعه داده‌های veremi:
VANETتحقیقات گسترده‌ای در زمینه شبکه‌های موردی وسایل نقلیه در شبکه‌های نوین خودرویی در حال انجام است در شبکه‌های وسیله نقلیه نوین بطور فعالانه مورد تحقیق قرار می‌گیرد. تمرکز اصلی مطالعات پیشین، بر تشخیص رفتارهای غلط، نفوذ و حملات امنیتی بوده استمطالعات پیشین روی تشخیص رفتار غلط، نفوذ و حملات امنیتی متمرکز شدند. نکته قابل توجه این است که بسیاری از تحقیقات از مجموعه‌داده‌ها و ابزارهای اختصاصی بهره برده‌اند که این امر، مقایسه نتایج را با مشکل مواجه می‌کندالبته اکثر تحقیقات از مجموعه داده‌ها و ابزارهای خصوصی استفاده کردند که این امر، مقایسات را دشوار می‌سازد.   در راستای بررسی این موضوع، هیجدن و همکاران [41] مجموعه داده‌های VeReMi (مجموعه داده‌های رفتار نادرست خودرویی) را معرفی کردند که اولین مجموعه داده عمومی و قابل گسترش در زمینه تحقیقات شبکه‌های موردی خودرویی به شمار می‌رودهیجدن و همکاران [41] برای بررسی این موضوع، VeReMi (مجموعه داده‌ها با رفتار غلط و با مرجع وسیله نقلیه) را معرفی کردند که اولین مجموعه داده عمومی و قابل گسترش برای تحقیقات VANET بودمجموعه داده‌های VeReMi، که برای تشخیص حملات موقعیت‌یابی جعلی مورد استفاده قرار می‌گیرد، شامل 225 شبیه‌سازی مجزا و همچنین پنج نوع حمله‌کننده، سه تراکم حمله‌کننده، سه تراکم ترافیک و پنج تکرار برای هر مجموعه پارامتر با بذرهای تصادفی است. VeReMi به عنوان معیاری برای تشخیص حملات ساختگی موقعیت خدمت می‌کند و شامل 225 شبیه‌سازی فردی است و همچنین شامل 5 نوع مختلف حمله‌کننده، 3 تا تراکم حمله‌کننده، 3 تا تراکم ترافیک و 5 تا تکرار هر مجموعه پارامتر با دانه‌های تصادفی است. ابزارهای VEINS و OMNET++ در کنار سناریوی ترافیک SUMO لوکزامبورگ (LuST) برای تولید مجموعه داده‌ها به کار رفته‌اندمجموعه داده‌های روی سناریو ترافیک SUMO لوکزامبورگ (LuST) با استفاده از  ابزارهای VEINS و OMNET++ ساخته می‌شوند. به منظور جدا کردن خودروهای قانونی از خودروهای مهاجم، یک نوع حمله‌کننده برای هر خودرو مشخص می‌شودبرای تمایز قائل شدن بین وسایل نقلیه قانونی و وسایل نقلیه حمله‌کننده، یک مقدار از نوع حمله‌کننده تعیین می‌شود. نوع حمله‌کننده 0 برای خودروهای قانونی در نظر گرفته شده است، و برای نشان دادن حملات مختلف، مقادیر 1، 2، 4، 8 و 16 اختصاص داده شده‌اند که جزئیات آن‌ها در جدول 4 آمده استوسایل نقلیه قانونی دارای یک نوع حمله‌کننده 0 هستند درحالی که حملات مختلف توسط مقادیر 1، 2، 4، 8 و 16 ارائه می‌شوند که در جدول 4 نشان داده شده است. در مجموعه داده‌های VeReMi، سناریوهای ترافیکی گوناگونی از جمله بزرگراه‌ها، شهرها و خیابان‌ها وجود داردمجموعه داده‌های VeReMi، سناریوهای ترافیکی متنوع از جمله بزرگراه‌ها، شهرها و خیابان‌ها را پوشش می‌دهند. این پژوهش به بررسی طبقه‌بندی رفتارهای نادرست در 5 نوع مختلف حمله‌کننده با استفاده از مجموعه داده‌های VeReMi و مدل‌های مختلف یادگیری فدرال و رویکردهای SGD می‌پردازددر پژوهش حاضر، مجموعه داده‌های VeReMi با مدلهای مختلف با استفاده از یادگیری فدرال و رویکردهای SGD بکار برده می‌شوند تا رفتار نادرست برای 5 نوع مختلف حمله‌کننده را طبقه‌بندی کنند. 
با استفاده از مجموعه داده‌های VeReMi، می‌توان درک بهتری از رفتار خودروها به دست آورد و ناهنجاری‌ها و حملات احتمالی در «شبکه‌های موردی وسایل نقلیه» را شناسایی کردمجموعه داده‌های VeReMi منبع ارزشمندی برای کسب فهم بهتر درباره رفتار وسیله نقلیه هستند که شناسایی نابهنجاری‌ها و حملات بالقوه در VANETs را قادر می‌سازند. این مجموعه داده با ارائه طیف گسترده‌ای از ویژگی‌ها از جمله اجزای سرعت، موقعیت‌ها و سایر مشخصه‌ها، زمینه را برای ساخت مدل‌های تشخیص نفوذ دقیق فراهم می‌کنداین مجموعه داده، محدوده وسیعی از ویژگی‌ها از جمله اجزاء سرعت، جایگزینی‌ها و دیگر مشخصه‌هایی که ساخت الگوهای تشخیص نفوذ دقیق را تسهیل می‌سازند را ارائه می‌دهد. از طریق تقویت این مجموعه داده، می‌توان امنیت ارتباطات خودروهای متصل را ارتقا داد و در نتیجه، اعتماد به یکپارچگی سیستم را افزایش دادبا تقویت این مجموعه داده، امنیت ارتباطاتِ وسیله نقلیه متصل را می‌توان افزایش داد، که این امر، اعتماد بیشتری را به یکپارچگی این سامانه تزریق می‌کند. 
به منظور ارزیابی عملکرد رویکرد پیشنهادی در یک محیط شبکه موردی وسایل نقلیه در مقیاس بزرگ، یک تحلیل قابلیت سنجش کامل با استفاده از مجموعه داده‌های VeReMi انجام گردیدیک تحلیل قابلیت‌سنجشِ جامع انجام شد تا عملکرد رویکرد پیشنهادی در یک محیط VANET مقیاس بزرگ را ارزیابی کنیم، که از مجموعه داده‌های VeReMi استفاده می‌کند. با ارائه دیدگاهی جامع از رفتار خودروها در «شبکه‌های موردی وسایل نقلیه»،VeReMi  مجموعه‌داده‌ای ارزشمند محسوب می‌شود. این مجموعه داده، ویژگی‌های متنوعی از جمله اجزای سرعت، موقعیت کلی و بررسی جبران ثابت را شامل می‌شود که در ایجاد الگوهای دقیق تشخیص نفوذ و افزایش امنیت ارتباطات خودروهای متصل، نقشی اساسی ایفا می‌کنندVeReMi، مجموعه داده ارزشمندی است که دیدگاه جامعی درباره رفتار وسایل نقلیه در VANETs فراهم می‌کند و مشخصه‌های مختلفی از جمله اجزاء سرعت، جایگزینی کل و چک کردن جبران ثابت را در بر می‌گیرد که نقشی حیاتی در ساخت الگوهای تشخیص نفوذ دقیق و افزایش امنیت ارتباطات میان وسایل نقلیه متصل بازی می‌کنند. برای ارزیابی نحوه مدیریت اندازه و تراکم متغیر شبکه‌ها، سازگاری با الگوهای تحرک پویا و استفاده بهینه از منابع موجود توسط رویکرد پیشنهادی، یک تحلیل قابلیت سنجش جامع انجام شدتحلیل قابلیت‌سنجش که روی ارزیابی این مورد متمرکز است که چگونه رویکرد پیشنهادی ، اندازه‌ها و تراکم‌های شبکه متغیر را مدیریت می‌کند، خود را با الگوهای تحرک پویا وفق می‌دهد و بطور بهینه از منابع در دسترس استفاده می‌کند. این تحلیل، با بهره‌گیری از مجموعه داده‌های VeReMi که نمونه‌های متعددی را در بر می‌گیرد و بازنمودی جامع از ترافیک شبکه‌های موردی وسایل نقلیه ارائه می‌دهد، دیدگاهی دقیق از قابلیت سنجش و تناسب پروتکل برای آرایش‌های شبکه‌های موردی وسایل نقلیه در محیط‌های واقعی را به دست می‌دهدبا تقویت کردن مجموعه داده‌های VeReMi که تعداد نمونه‌های بسیاری را ارائه می‌دهد و بازنمود جامعی از ترافیک VANET، این تحلیل، دیدگاه دقیقی از قابلیت‌سنجش و مناسب بودن پروتکل برای آرایش‌های VANET در جهان واقعی را فراهم می‌کند. این تحلیل، عملکرد سیستم را با استفاده از سنجه‌هایی نظیر نسبت تحویل بسته، تأخیر انتها به انتها، ظرفیت پذیرش شبکه و توانایی تشخیص و کاهش حملات مورد بررسی قرار دادسنجه‌های عملکردِ درنظر گرفته شده در طول تحلیل شامل نسبت تحویل بسته، تاخیر انتها به انتها، ظرفیت پذیرش شبکه و توانایی برای تشخیص و کاهش دادن حملات می‌شوند. بررسی عملکرد پروتکل در شرایط افزایش اندازه شبکه، توانایی آن را در حفظ سطوح عملکرد رضایت‌بخش در حین افزایش تعداد خودروها نشان می‌دهدارزیابی کردن عملکرد پروتکل تحت افزایش اندازه‌های شبکه، توانایی‌ آن را برای حفظ سطوح عملکرد راضی‌کننده در حین اینکه تعداد وسایل نقلیه در شبکه افزایش می‌یابند را نشان می‌دهد. این تحلیل، ضمن بررسی کارایی پروتکل در مدیریت تراکم‌های متغیر شبکه، ارتباطات مؤثر را حتی در سناریوهای پر تراکم تضمین می‌کندعلاوه بر این، این تحلیل، کارایی پروتکل در مدیریت تراکم‌های متغیر شبکه را ارزیابی می‌کند که این امر، ارتباطات موثر را حتی در سناریوهای با تراکم بالا تضمین می‌کند. علاوه بر موارد ذکر شده، این تحلیل، تأثیر الگوهای متحرک را بر عملکرد پروتکل مورد بررسی قرار می‌دهدبعلاوه، این تحلیل، تاثیر الگوهای متحرک روی عملکرد پروتکل را در نظر می‌گیرد. با توجه به الگوهای حرکتی واقعی موجود در مجموعه داده‌های VeReMi، این پژوهش نحوه سازگاری پروتکل با تغییرات پویا در توپولوژی و مسیرهای شبکه را ارزیابی می‌کنداین پژوهش با در نظر گرفتن الگوهای تحرک واقعی موجود در مجموعه داده‌های VeReMi، ارزیابی می‌کند چگونه پروتکل خودش را با تغییرات پویا در توپولوژی‌ها و مسیرهای سیر شبکه وفق می‌دهد. نتایج این ارزیابی، توانایی پروتکل در مدیریت حرکات پویا و حفظ ارتباطات قابل اعتماد در محیط‌های شبکه موردی وسایل نقلیه بزرگ را تأیید می‌کنداین ارزیابی، توانایی پروتکل برای اداره حرکات پویا و حفظ ارتباطات مطمئن در محیط‌های VANET با مقیاس بزرگ را تایید می‌کند. 
	جدول 4: مقایسه تحقیقات جدید در VANETs«شبکه‌های موردی وسایل نقلیه»  با استفاده از روش‌های ML و DL

	حمله‌کننده
	نوع
	تشریح نام حمله

	1
	ثابت
	وسیله نقلیه در ابتدا، موقعیت ثابتش را انتقال می‌دهد. برای بهبود حریم خصوصی و جلوگیری از ردیابی، یک آفست(جبران) به موقعیت واقعی وسیله نقلیه قبل از انتقال اضافه می‌شود. این آفست، سطحی از عدم اطمینان درباره موقعیت درست وسیله نقلیه را ارائه می‌کند.    

	2
	آفست ثابت
	برای حفاظت بیشتر از حریم خصوصی، وسیله نقلیه بطور متناوب، موقعیت تصادفی را در یک ناحیه شبیه‌سازی شده انتقال می‌دهد. این موقعیت تصادفی به ناشناس کردن موقعیت واقعی وسیله نقلیه کمک کرده و عنصری غیرقابل‌پیش‌بینی بودن را به آن اضافه می‌کند. 

	4
	تصادفی
	وسیله نقلیه ممکن است موقعیت تصادفی از یک ناحیه مستطیلی از پیش‌تنظیم‌شده پیرامون موقعیت واقعی خود را انتقال دهد. این رویکرد، موقعیت‌های انتقال داده شده به یک ناحیه خاص را محدود می‌کند و تضمین می‌کند که موقعیت واقعی وسیله نقلیه مخفی باقی می‌ماند در حالی که هنوز برخی اطلاعات مربوط به ناحیه را ارائه می‌دهد. 

	8
	آفست تصادفی
	تهدید بالقوه‌ای از یک حمله‌کننده وجود دارد که سامانه آن را بی‌خطر تلقی می‌کند. در ابتدا حمله‌کننده رفتاری عادی دارد، موقعیت‌های سازگار با موقعیت واقعی آنها را انتقال می‌دهد. این رفتار به حمله‌کننده کمک می‌کند تا پنهان شود و از مورد شک قرار گرفتن دوری کند. اما بعد از مدت زمانی، حمله‌کننده، راهبرد خود را تغییر داده و بطور پرتکرار شروع به انتقال موقعیت فعلیش می‌کند.   این انتقال پرتکرار می‌تواند تلاشی سنجیده برای مختل کردن سامانه، سازگاری با حریم خصوصی یا اقدام بالقوه به یک حمله باشد. 

	16
	توقف اتفاقی
	برای کاهش دادن چنین حملاتی، شاخص‌های امنیتی باید استوار و قوی باشند از جمله ساز و کارهای موثق بودن،پنهان کردن داده‌های منتقل شده و الگوریتم‌های تشخیص غیرعادی، این شاخص‌ها می‌توانند به شناسایی رفتار مشکوک و جلوگیری از بازیگران بدکار از سازگار کردن خودشان با یکپارچگی و حریم خصوصی سامانه کمک کند.   



زیرمجموعه‌ای از مجموعه داده‌های VeReMi در جدول 4 ارائه شده است که شامل ویژگی‌هایی نظیر سرعت x، سرعت y، بررسی آفست ثابت، جابجایی کل و نوع حمله (در بازه صفر تا پنج) می‌باشدجدول 4، زیرمجموعه‌ای از مجموعه داده‌های VeREMi را ارائه می‌کند که از مشخصه‌هایی مانند سرعت x، سرعت y و چک کردن آفست ثابت، تغییر جای( حرکات کل) کل و نوع حمله (که محدوده‌ای از نوع حمله صفر تا پنج دارد) تشکیل شده است. این مجموعه داده که شامل 105320 نمونه و 5 ستون است، نمایشی جامع از ترافیک شبکه‌های موردی خودرویی ارائه می‌دهداین مجموعه داده با مجموع 105320 نمونه و 5 ستون، نمایش جامعی از ترافیک شبکه VANET ارائه می‌کند. به کمک این مجموعه داده، می‌توان تحلیل‌های قابلیت سنجش عمیقی را بر روی ترافیک شبکه انجام داد و پویایی شبکه‌های موردی خودرویی را در نظر گرفتبکار بردن این مجموعه داده، انجام تحلیل عمقی قابلیت سنجش ترافیک شبکه را میسر می‌سازد و ماهیت پویای شبکه‌های VANET را در نظر می‌گیرد. رویکرد پیشنهادی با استفاده از مجموعه داده‌های VeReMi، توانایی خود را در مدیریت شبکه‌های موردی خودرویی با اندازه‌ها و تراکم‌های متغیر نشان می‌دهدبا بکار بردن مجموعه داده‌های VeReMi، رویکرد ما، اثربخشی خود در اداره شبکه‌های VANET را درباره اندازه‌ها و تراکم‌های متغیر نشان می‌دهد. با تکیه بر این مجموعه داده (جدول 5)، می‌توان قابلیت سنجش رویکرد خود و توانایی آن را در سازگاری با ماهیت پویای شبکه‌های موردی خودرویی به نمایش گذاشتاین گزینه از مجموعه داده‌ها به ما اجازه می‌دهد تا قابلیت سنجش رویکردمان و تواناییش برای وفق یافتن با ماهیت پویای شبکه‌های VANET را نشان دهیم(جدول 5). 
4.2 NNFLB-NET: مدل پیشنهادی:
هدف اصلی این مدل، افزایش توانایی تشخیص نفوذ در شبکه‌های موردی خودرویی از طریق یک رویکرد تحقیقاتی پیشرفته استهدفمان از این مدل افزایش قابلیت‌های تشخیص نفوذ در VANET با بکار بردن راهبرد تحقیقات بهبود یافته است. هدف این پژوهش، بررسی چالش‌های امنیتی شبکه‌های موردی خودرویی با تأکید بر دو مولفه اصلی یادگیری مشارکتی و فناوری بلاک‌چین استما در پی بررسی چالش‌های امنیتی مرتبط با VANET با تمرکز روی دو مولفه اصلی هستیم، این دو مولفه اصلی یادگیری مشارکتی و فناوری‌ بلاکچین هستند. 
4.2.1 یکپارچه کردن یادگیری مشارکتی با بلاکچین:
ادغام یادگیری مشارکتی با فناوری بلاکچین می‌تواند راهکارهای نوینی برای تأمین امنیت داده‌ها و حفظ حریم خصوصی در شبکه‌های ادهاک خودرویی (VANETs) ارائه دهد. یکپارچه کردن یادگیری مشارکتی با بلاکچین می‌تواند ساز و کارهای اضافی برای تضمین یکپارچگی داده‌ها و حریم خصوصی در شبکه‌های VANET را فراهم سازد. اساسی‌ترین گام، محافظت از اطلاعات است. نخست آنکه، پنهان کردن داده‌ها گامی حیاتی است. برای حفظ امنیت داده‌ها قبل از اشتراک‌گذاری با اعضای شرکت‌کننده، می‌توان از روش‌های رمزنگاری مانند رمزنگاری متقارن و نامتقارن استفاده کرد. قبل از به اشتراک‌گذاری داده‌ها با اعضای شرکت‌کننده، داده‌ها را می‌توان با استفاده از تکنیک‌های رمزارزنگاری رمزنگاری کرد، این تکنیک‌ها مانند رمزنگاری متقارن و نامتقارن هستند. این اقدام، امنیت و محرمانگی داده‌ها را در حین انتقال و ذخیره‌سازی تضمین می‌کند. این مهم تضمین می‌کند که این داده‌ها در طول انتقال و ذخیره‌سازی، امن و محرمانه باقی می‌مانند. در مرحله بعد، تجمیع امن داده‌ها، عنصری حیاتی در فرآیند یادگیری مشارکتی محسوب می‌شود. سپس تجمیع داده‌های امن، نقشی حیاتی در یادگیری مشارکتی بازی می‌کنند. بلاکچین، امکان ثبت و تأیید امن فرآیند تجمیع داده‌ها را فراهم می‌کند. از بلاکچین می‌توانیم استفاده کنیم تا فرایند تجمیع را بطور امن ثبت و تایید کنیم. برای جلوگیری از دستکاری در فرآیند تجمیع، به‌روزرسانی‌های الگوی کاربران را می‌توان در بلاکچین ثبت کرد، که یک سابقه غیرقابل تغییر از تجمیع ایجاد می‌کند. به روز رسانی الگوی هر مشتری(کاربر) را می‌توان روی بلاکچین ترکیب کرده و سپس ثبت کرد که این امر فرایند تجمیع کل را دستکاری شده تلقی می‌کند و سند تغییرناپذیر از تجمیع را ارائه می‌کند. لازم است از یک مکانیزم اجماع نیز برای تضمین صحت داده‌ها استفاده شود. همچنین به یک ساز و کار اجماعی نیاز داریم تا بی‌عیبی داده‌ها را تضمین کند. ترکیب یادگیری مشارکتی با بلاکچین امکان به‌کارگیری مکانیزم‌های اجماع مانند اثبات کار یا اثبات سهام را فراهم می‌آورد، که از گنجاندن فقط به‌روزرسانی‌های معتبر و مجاز مدل در فرآیند تجمیع اطمینان حاصل می‌کند. با یکپارچه کردن یادگیری مشارکتی و بلاکچین، یک ساز و کار اجماعی مانند اثبات کار یا اثبات سهم را می‌توان مورد استفاده قرار داد تا اطمینان حاصل کنیم که تنها به روز‌ رسانی‌های معتبر و مجاز از مدل در فرایند تجمیع گنجانده می‌شوند. این روش مانع از مداخله کاربران خرابکار در فرآیند یادگیری می‌شود. 
این کار جلوی مشتریان(کاربران) خرابکار برای دستکاری در فرایند یادگیری را می‌گیرد.   
قراردادهای هوشمند، عنصر کلیدی در حفظ حریم خصوصی در تجمیع داده‌ها محسوب می‌شوند. قراردادهای هوشمند در تجمیع حفاظت از حریم‌خصوصی حیاتی هستند. قراردادهای هوشمند با استفاده از تکنیک‌های پیشرفته حفظ حریم خصوصی، می‌توانند به‌روزرسانی‌های مدل تجمیع‌شده را با نویز یا اغتشاش همراه سازند.قراردادهای هوشمند می‌توانند از تکنیک‌های حریم‌خصوصی متمایزی استفاده کنند تا نویز یا اغتشاش را به به‌روز‌ رسانی‌های مدل تجمیع‌شده اضافه کنند.   این اقدام ضمن محافظت از داده‌های شخصی کاربران، امکان استفاده و اشتراک‌گذاری اطلاعات کاربردی برای آموزش را مهیا می‌سازد. این کار، از حریم خصوصی داده‌های مشتریان فردی حفاظت می‌کند در حالی که به اطلاعات مفید اجازه می‌دهد تا برای آموزش به اشتراک‌ گذاشته شوند و مورد استفاده قرار گیرند. می‌توان از مکانیزم‌های کنترل دسترسی مبتنی بر بلاکچین برای مدیریت دسترسی به داده‌ها و مجوزهای مربوطه استفاده کرد. ساز و کارهای کنترل دسترسی مبتنی بر بلاکچین را می‌توان بکار برد تا دسترسی به داده‌ها و مجوزهای آن را مدیریت کرد. کاربران می‌توانند با استفاده از قراردادهای هوشمند، دسترسی به داده‌های خود را تحت شرایط مشخص، برای افراد تعیین‌شده محدود کنند. مشتریان می‌توانند قراردادهای هوشمندی را تعریف کنند که مشخص می‌سازد چه کسانی می‌توانند به داده‌های آنها و تحت چه شرایطی دسترسی داشته باشند. با این کار، کاربران ضمن شرکت در یادگیری مشارکتی، می‌توانند مالکیت و کنترل داده‌های خود را حفظ کنند. این کار به مشتریان اجازه می‌دهد تا مالکیت و کنترل بر داده‌هایشان را حفظ کنند درحالی که در فرایند یادگیری مشارکتی، شرکت می‌کنند. بلاکچین می‌تواند به افزایش شفافیت و قابلیت حسابرسی کمک کند. قابلیت حسابرسی و شفافیت را می‌توان از طریق استفاده از بلاکچین بدست آورد. با استفاده از بلاکچین، شفافیت و قابلیت حسابرسی تراکنش‌ها فراهم می‌شود و شرکت‌کنندگان می‌توانند صحت به‌روزرسانی‌های مدل و نتایج تجمیع را ردیابی و تأیید کنند. بلاکچین، شفافیت و قابلیت حسابرسی معاملات را ارائه می‌کند و به مشارکت‌کنندگان اجازه می‌دهد تا بی‌عیبی به روز رسانی‌های الگو و نتایج تجمیع را ردیابی و تایید کنند. کاربران و سایر مشارکت‌کنندگان شبکه می‌توانند بلاکچین را حسابرسی کنند تا اطمینان حاصل شود که فرآیند تجمیع از پروتکل‌های مشخص‌شده پیروی می‌کند و مدل نهایی قابل اعتماد است.مشتریان و دیگر مشارکت‌کنندکان شبکه می‌توانند درباره بلاکچین حسابرسی کرده تا اطمینان حاصل کنند که فرایند تجمیع، از پروتکل‌های تعریف شده‌ای تبعیت می‌کند و اینکه الگوی کلی حاصله، قابل اطمینان است. 
قراردادهای هوشمند برای پیاده‌سازی ساز و کارهای محرک مورد استفاده قرار می‌گیرند. ساز و کارهای محرک را می‌توان از طریق قراردادهای هوشمند اجرا کرد. می‌توان با پاداش دادن یا ایجاد انگیزه، کاربران را به مشارکت در فرآیند یادگیری مشارکتی، به ویژه در ارائه داده‌های باکیفیت یا به‌روزرسانی الگوها، تشویق کرد. به مشتریان(کاربران) می‌توان پاداش داد یا برای مشارکتشان در فرایند یادگیری مشارکتی مانند کمک به داده‌های با کیفیت بالا یا به روز رسانی‌های الگو انگیزه بخشید. این سازوکار، مشارکت فعال را تقویت کرده و امنیت و کیفیت کلی فرآیند یادگیری را ارتقا می‌دهد. 
این کار، مشارکت فعال را تشویق کرده و امنیت کلی و کیفیت فرایند یادگیری را افزایش می‌دهد. 
ترکیب یادگیری مشارکتی با فناوری بلاکچین، امکان ایجاد سازوکارهای فنی را فراهم می‌کند که ضمن افزایش یکپارچگی داده‌ها، حریم خصوصی و شفافیت، انگیزه‌های لازم را در شبکه‌های VANETs ایجاد کرده و چالش‌های امنیتی ارتباطات خودرویی را حل می‌کند.
یادگیری مشارکتی با یکپارچه کردن این ساز و کارهای فنی همراه با بلاکچین می‌توانند یکپارچگی اضافی برای داده‌ها، حریم خصوصی، شفافیت و ساز و کارهای محرک در شبکه‌های VANET فراهم کنند، که چالش‌های امنیتی مرتبط با ارتباطات مربوط به وسیله نقلیه را بررسی می‌کند. 
در یادگیری مشارکتی، تجمیع الگو به فرآیندی گفته می‌شود که در آن به‌روزرسانی‌های مدل از مشارکت کاربران مختلف برای ایجاد یک مدل کلی ترکیب می‌شوند. تجمیع الگو در یادگیری مشارکتی اشاره به فرایند ترکیب به روز رسانی‌های الگو از مشارکت کاربران متعدد در فرایند یادگیری برای ایجاد یک الگوی فراگیر دارد. کاربران با داده‌های محلی خود، مدل‌های اختصاصی را آموزش می‌دهند و تغییرات مدل را برای یک سرور مرکزی یا هماهنگ‌کننده ارسال می‌کنند. هر کاربر( مشتری) یک الگوی موضعی را با استفاده از داده‌های خودش آموزش می‌دهد و به روز رسانی‌های الگو را با یک سرور مرکزی یا هماهنگ‌کننده به اشتراک می‌گذارد. پس از آن، سرور این به‌روزرسانی‌ها را تجمیع می‌کند تا یک مدل کلی بهبودیافته ایجاد کند، که اطلاعات را از همه کاربران جمع‌آوری می‌کند و در عین حال حریم خصوصی داده‌ها را تضمین می‌کند.سپس این سرور، این بروز رسانی‌ها را تجمیع می‌کند تا یک الگوی کلی پالایش شده را ایجاد کند که اطلاعات را از همه کاربران انباشته می‌کند در حالی که همزمان از حریم خصوصی داده‌ها حفاظت می‌کند. 
مکانیزم‌های اجماع بلاکچین، نقش کلیدی در تضمین یکپارچگی و قابل اعتماد بودن فرآیند تجمیع الگو دارند. ساز و کارهای اجماع بلاکچین، نقشی حیاتی در تضمین بی‌عیبی و قابلیت اطمینان فرایند تجمیع الگو بازی می‌کنند. با استفاده از ساز و کارهای اجماع، مشارکت‌کنندگان شبکه می‌توانند در مورد اعتبار به‌روزرسانی‌های الگو به توافق برسند و از دستکاری فرآیند یادگیری توسط عوامل مخرب جلوگیری کنند. ساز و کارهای اجماع، مسیری را برای مشارکت‌کنندگان شبکه فراهم می‌کنند تا بر روی اعتبار به روز رسانی‌های الگو توافق کنند و جلوی بازیگران خرابکار برای دستکاری در فرایند یادگیری را بگیرند.  اثبات کار (PoW) که یکی از مکانیزم‌های اجماع پرکاربرد است، شامل رقابت شرکت‌کنندگان شبکه برای حل معماهای ریاضی پیچیده است. یک ساز و کار اجماعی پرکاربرد، اثبات کار (PoW) است که در آن، مشارکت‌کنندگان در شبکه رقابت می‌کنند تا معماهای ریاضی پیچیده را حل کنند. کسی که زودتر از همه معما را حل کند، بلوک بعدی را به زنجیره بلاکچین اضافه می‌کند و این بلوک توسط شبکه تأیید می‌شود. اولین مشارکت‌کننده برای حل معما، بلوک بعدی روابط را به بلاکچین می‌افزاید و این بلوک توسط شبکه، معتبر در نظر گرفته می‌شود. با استفاده از اثبات کار، توافق اکثریت شرکت‌کنندگان شبکه بر سر اعتبار به‌روزرسانی‌های مدل تضمین می‌شود و این امر، دستکاری فرآیند تجمیع توسط عوامل مخرب را بدون صرف منابع محاسباتی زیاد، دشوار می‌سازد.اثبات کار تضمین می‌کند که اکثریت مشارکت‌کنندگان در شبکه بر روی اعتبار به روز رسانی‌های الگو توافق دارند، که این امر، کار بازیگر خرابکار را برای دستکاری در فرایند تجمیع بدون صرف منابع محاسباتی قابل توجه، دشوار می‌سازد.  
	جدول 5: پیش‌نمایشی از مجموعه داده‌های VeReMi .

	ID
	سرعت-x
	سرعت-y
	چک کردن با آفست ثابت
	جایگزینی کل
	نوع حمله

	0
	-3.362600
	29.137000
	29.330000
	0.000
	5

	1
	10.013000
	0.621020
	10.033000
	0.000
	1

	2
	0.283390
	0.018390
	0.283990
	217.200
	0

	3
	-0.056932
	0.214690
	0.222120
	68.672
	2

	4
	0.276000
	-0.191970
	0.336190
	69.873
	4

	5
	0.119970
	1.070000
	1.076700
	183.390
	3



اثبات سهام (PoS) ساز و کاری اجماعی است که در آن شرکت‌کنندگان بر مبنای سهم یا مالکیت خود در شبکه، بلوک‌های جدید را ایجاد می‌کنند.ساز و کار اجماع دیگر، اثبات سهم (PoS) است که در آن، مشارکت‌کنندگان انتخاب می‌شوند تا بلوک‌های جدیدی را مبتنی بر سهمشان یا مالکیت در شبکه ایجاد کنند. احتمال انتخاب شرکت‌کنندگان برای ایجاد یک بلوک جدید در اثبات سهام، بر اساس میزان سهام آن‌ها تعیین می‌شود. در اثبات سهم، احتمال انتخاب شدن برای ایجاد یک بلوک جدید، متناسب با سهم مشارکت‌کننده است. اثبات سهام، جایگزینی کم‌مصرف‌تر از نظر انرژی برای اثبات کار است، و در عین حال، امنیت و یکپارچگی بلاکچین را تضمین می‌کند.
این ساز و کار، جایگزینی به صرفه‌تر از نظر انرژی نسبت به اثبات کار است در حالی که هنوز امنیت و یکپارچگی بلاکچین را نیز حفظ می‌کند.
با بهره‌گیری از یادگیری مشارکتی و سازوکارهای اجماع بلاکچین مانند اثبات کار یا اثبات سهام، می‌توان فرآیند تجمیع الگو را در برابر دستکاری مقاوم‌تر کرد. فرایند تجمیع الگو با یکپارچه کردن یادگیری مشارکتی و ساز و کارهای اجماع بلاکچین مانند اثبات کار یا اثبات سهم، در برابر دستکاری مقاومتر می‌شوند. برای افزایش امنیت و قابلیت اعتماد کلی سیستم یادگیری مشارکتی در شبکه‌های VANETs، ساز و کار اجماع تضمین می‌کند که فقط به‌روزرسانی‌های معتبر و مجاز مدل در فرآیند تجمیع گنجانده شوند.ساز و کار اجماع تضمین می‌کند که تنها به روز رسانی‌های الگوی معتبر و مجاز در تجمیع گنجانده می‌شوند که این امر، امنیت کلی و قابلیت اعتماد سامانه یادگیری مشارکتی در شبکه‌های VANET را افزایش می‌دهد. 
4.2.2 گام‌های الگوی NNFLB-NET:
فرآیند کاری ما مطابق با الگوی گام به گامی که در شکل 2 توضیح داده شده، پیش می‌رود. ما از یک الگوی گام به گام استفاده می‌کنیم (همانگونه که در شکل 2 تشریح شده است) تا فرایند کاری خود را به پیش بریم. نقطه شروع کار، استخراج اطلاعات از مجموعه داده‌های VeReMi است.گام نخست شامل ورود به مجموعه داده‌های VeReMi است. پس از ورود به مجموعه داده، کاربران سیستم به عنوان اعضای فدرال تعریف می‌شوند.بعد از آن، در گام دوم، ما اعضای فدرال را ایجاد می‌کنیم که به عنوان مشتریان یا کاربران شناخته می‌شوند. 10  کاربر، جامعه آماری پژوهش ما را تشکیل می‌دهند. ما برای پژوهش خود 10 کاربر را انتخاب کرده‌ایم. سپس داده‌های این کاربران برای مرحله آموزش آماده می‌شوند. برای پیشبرد کار، الگوهای شبکه عصبی از جمله MLP، LSTM، GRU، MANN و GW-RNN را اجرا خواهیم کرد در ادامه، فناوری یادگیری مشارکتی را با استفاده از روش تجمیع FedAVG ادغام می‌کنیم. 
در ادامه، ما با پیاده‌سازی الگوهای شبکه عصبی از جمله MLP، LSTM، GRU، MANN و GW-RNN کار خود را پیش می‌بریم. گام حیاتی بعدی شامل یکپارچه کردن فناوری یادگیری مشارکتی است که از روش تجمیعی که FedAVG نامیده می‌شود، بهره می‌برد. 
برای ایجاد یک مدل کلی که به طور دقیق عملکرد همه کاربران مشارکت‌کننده را نشان دهد، میانگین موزون وزن‌های مدل‌های محلی محاسبه می‌شود.این روش‌شناسی شامل محاسبه میانگین موزون وزن‌های الگوی موضعی ناشی از الگوی کلی است که بطور دقیق همه کاربران مشارکت‌کننده را نمایش می‌دهد. به محض ایجاد مدل کلی، فرآیندهای آموزش، آزمایش و ارزیابی برای شناسایی حملات احتمالی روی آن اعمال می‌شود. این الگوی کلی به محض اینکه بدست آید، فرایندهای آموزش، آزمایش و ارزیابی را طی می‌کند تا حملات بالقوه را تشخیص دهد. گام ابتدایی کار ما، یکپارچه‌سازی کامل فناوری بلاکچین با سیستم از طریق پیاده‌سازی قراردادهای هوشمند است. در گام نخست، ما فناوری بلاکچین را با این سامانه از طریق پیاده سازی قراردادهای هوشمند،کاملاً یکپارچه می‌کنیم. 
در این بخش، نحوه عملکرد آنها را با جزئیات بیشتری توضیح می‌دهیم: 
ما با پیاده‌سازی قراردادهای هوشمند مبتنی بر بلاکچین در زمینه یادگیری مشارکتی روی شبکه‌های VANET، به یک خودکارسازی روشن و امن از فرایند انگیزه و پاداش می‌رسیم. در اینجا ما جزییات بیشتری درباره اینکه چگونه آنها عمل می‌کنند آورده‌ایم: 
ایجاد قرارداد هوشمند: نخستین اقدام، توسعه و استقرار یک قرارداد هوشمند روی بلاکچین است. در ابتدا، یک قرارداد هوشمند روی بلاکچین توسعه داده شده و مستقر می‌شود. برای مدیریت کارآمد محرک‌ها و پاداش‌های مشارکت وسایل نقلیه در یادگیری مشارکتی، منطق برنامه‌ریزی‌شده در قرارداد هوشمند ادغام شده است.این قرارداد هوشمند، منطق برنامه‌ریزی شده را ادغام کرده تا محرک‌ها و پاداش‌ها را برای مشارکت وسیله نقلیه در یادگیری مشارکتی بطور موثری مدیریت کند. 
ثبت کردن دستاوردها(کمک‌ها): خودروهای شرکت‌کننده، اطلاعات مشارکت خود را به قرارداد هوشمند ارائه می‌کنند. هر وسیله نقلیه مشارکت‌کننده، کمک‌های خود را به قرارداد  هوشمند تحویل می‌دهد. این مشارکت‌ها می‌تواند شامل داده‌های به اشتراک گذاشته شده، توان پردازشی ارائه شده یا هر نوع کمک دیگری باشد که در قرارداد مشخص شده است. این کمک‌ها شامل داده‌های به اشتراک گذاشته شده، قدرت محاسباتی ارائه شده یا هر کمک خاص دیگر ملزم شده توسط قرارداد است. داده‌های مشارکت‌کنندگان در قالب تراکنش‌هایی روی بلاکچین ذخیره می‌شوند.کمک‌ها به عنوان روابط روی بلاکچین ثبت می‌شوند. 
محاسبه پاداش: قرارداد هوشمند با تحلیل مشارکت‌های ثبت‌شده، پاداش‌های مرتبط را تعیین می‌کند. قرارداد هوشمند از کمک‌های ثبت شده استفاده می‌کند تا پاداش‌های متناظر با آنها را محاسبه کند. برای محاسبه پاداش‌ها، می‌توان قوانین ثابتی را در قرارداد تعریف کرد، یا قوانین انعطاف‌پذیری را برنامه‌ریزی کرد تا با نیازمندی‌های سیستم همخوانی داشته باشند. به طور مثال، پاداش‌ها می‌توانند بر اساس حجم داده‌های ارائه شده توسط هر وسیله نقلیه یا بر مبنای کیفیت مشارکت آن‌ها محاسبه شوند. 
قواعد محاسبه می‌توانند در قرارداد از پیش تعیین شوند یا با انعطاف‌پذیری برنامه‌ریزی شوند تا با پیش‌نیازهای سامانه خاصی تطابق یابند. برای نمونه، پاداش‌ها می‌توانند مبتنی بر میزان داده‌های ارائه شده توسط هر وسیله نقلیه باشند یا مبتنی بر ارزیابی کیفیت مشارکت باشند.  
توزیع پاداش: قرارداد هوشمند به محض محاسبه پاداش، آن را بین خودروهای شرکت‌کننده توزیع می‌کند. به محض اینکه پاداش محاسبه شود، قرارداد هوشمند آنها را بین وسایل نقلیه مشارکت‌کننده توزیع می‌کند. توزیع پاداش‌ها، معمولاً به صورت انتقال دارایی‌های دیجیتال مانند توکن‌ها یا رمزارزها به آدرس بلاکچین خودروهای مشارکت‌کننده انجام می‌شود. این فرایند توزیع، بطور کلی شامل انتقال دارایی‌های دیجیتال مانند توکن‌ها یا رمزارزها به وسیله نقلیه‌ای می‌شوند که آدرسش روی بلاکچین است. این توزیع به طور خودکار، امن و شفاف و بدون دخالت انسانی اضافی انجام می‌شود. 
این توزیع بدون اینکه نیاز به مداخله انسانی اضافی داشته باشد، بطور صریح و امن روی می‌دهد. 
امنیت و ثبات: قراردادهای هوشمند که با فناوری بلاکچین یکپارچه شده‌اند، امنیت و ثبات را در سطحی بالا تضمین می‌کنند. قراردادهای هوشمند مبتنی بر بلاکچین، سطح بالایی از امنیت و ثبات را ارائه می‌کنند. قوانین و شرایط تعیین‌شده در قرارداد، به صورت خودکار اجرا می‌گردند و پس از ثبت در بلاکچین، غیرقابل ویرایش می‌باشند. قواعد و شرایط از پیش تعریف شده درون قرارداد بطور خودکار اعمال می‌شود و به محض اینکه روی بلاکچین آرایش یافت نمی‌توان آنها را اصلاح کرد. این موضوع، توزیع پاداش عادلانه و شفاف را تضمین کرده و احتمال دستکاری یا تقلب را از بین می‌برد. 
این امر، توزیع پاداش منصفانه و صریح را تضمین می‌کند و خطر دستکاری یا کلاهبرداری را حذف می‌کند. 
روشن بودن و قابلیت رد‌یابی: به منظور ایجاد شفافیت و قابلیت ردیابی در فرآیند انگیزه و پاداش، تمامی تعاملات و عملیات مربوطه در بلاکچین ثبت می‌شوند. روشن بودن و قابلیت رد‌یابی: همه تعاملات و عملیات روی بلاکچین ثبت می‌شوند که ناشی از فرایند انگیزه و پاداش روشن و قابل ردیابی است. امکان تأیید دستاوردها، پاداش‌های دریافتی و تعاملات در هر زمان توسط شرکت‌کنندگان، اعتماد به سیستم را افزایش می‌دهد. 
مشارکت‌کنندگان می‌توانند دستاوردهایشان، پاداش‌های دریافتی و تعاملاتشان را در هر زمانی تایید کنند که این کار، موجب افزایش اعتماد به سامانه می‌شود.  
 [image: ]فرایند بلاکچین
فرایند یادگیری مشارکتی

 شکل2. گام‌های الگوی NNFLB-NET
یکپارچگی بلاکچین (قرارداد هوشمند)
تشخیص نوع حمله
ارزیابی الگو
آموزش و آزمایش
پیاده‌سازی الگوی مشارکتی(FedAVG)
ساخت الگوهای شبکه عصبی
آماده‌سازی داده‌های کاربر برای آموزش
ایجاد اعضای مشارکت‌کننده(کاربران)
داده‌های   VeReMi را وارد کنید




ادغام قراردادهای هوشمند با یادگیری مشارکتی در شبکه‌های VANETs، بستری خودکار، امن و شفاف را فراهم می‌کند که مشارکت خودروها و پاداش‌ها را تسهیل می‌کند. ما با یکپارچه کردن قراردادهای هوشمند با یادگیری مشارکتی روی شبکه‌های VANET، محیطی خودکار، امن و روشن برقرار می‌کنیم که کمک‌های وسیله نقلیه مشارکتی و پاداش‌ها را ترغیب می‌کند. با حذف نیاز به وجود واسطه‌های قابل‌اعتماد، این اقدام، عدالت، کارایی و قابلیت اطمینان فرآیند انگیزه و پاداش را تضمین می‌نماید. این کار، نیاز برای واسطه‌های معتمد را حذف کرده و عدالت، کارایی و قابلیت اطمینان فرایند انگیزه و پاداش را تضمین می‌کند. با استفاده از این الگوی غیرمتمرکز و قابل اعتماد، محیطی امن و مقاوم در برابر دستکاری ایجاد می‌شود و اطمینان‌پذیری و شفافیت کلی سیستم افزایش می‌یابد. 
این الگوی قابل اعتماد غیرمتمرکز، محیطی امن و ضددستکاری را ترویج می‌کند و قابلیت اطمینان کلی و صریح بودن سامانه را افزایش می‌دهد. 
معماری پیشنهادی:
طرح معماری که در شکل 3 به تصویر کشیده شده است، به طور کامل با اهداف پژوهشی منطبق است. معماری پیشنهادی ما (که در شکل 3 تشریح شده است) با اهداف پژوهشی ما همسو است. پژوهش ما بر ادغام فناوری‌های یادگیری مشارکتی و بلاکچین با بهره‌گیری از مدل‌های شبکه عصبی متنوع و پیش‌بینی حملات در شبکه‌های VANETs بر اساس مجموعه داده VeReMi تمرکز دارد.تمرکز اصلی کار ما روی یکپارچه کردن فناوری‌های یادگیری مشارکتی و بلاکچین است درحالی که از الگوهای شبکه عصبی مختلف استفاده می‌کند تا نفوذها در VANET را مبتنی بر مجموعه داده‌های VeReMi ورودی پیش‌بینی کند. 
برای اجرای الگوی پیشنهادی، سه مرحله اساسی الگوهای شبکه عصبی، الگوی میانگین‌گیری مشارکتی، ادغام الگوی یادگیری مشارکتی با بلاکچین و ادغام یادگیری مشارکتی با رمزنگاری هم‌ریخت را دنبال می‌کنیم. الگوی پیشنهادی دارای سه مرحله اصلی است: الگوهای شبکه عصبی، الگوی میانگین‌گیری مشارکتی، ادغام الگوی یادگیری مشارکتی با بلاکچین و ادغام یادگیری مشارکتی با رمزنگاری هم‌ریخت. ب شرح جامع این چهار مرحله در ادامه ارائه خواهد شد: 
حث مُفصل این چهار مرحله به شرح زیر است: 
در راستای تحقق اهداف پژوهشی، شبکه‌های عصبی متنوعی از قبیل MPL، LSTM، GRU، MANN و CW-RNN را به کار گرفتیم. ما از شبکه‌های عصبی مختلفی مانند MPL، LSTM، GRU، MANN و CW-RNN استفاده کردیم تا اهداف پژوهشی خود را بررسی کنیم. در فرآیند آموزش این مدل‌های شبکه عصبی، به طور خاص از رویکرد یادگیری مشارکتی و الگوریتم گرادیان کاهشی تصادفی (SGD) استفاده شد.به ویژه ما از رویکرد یادگیری مشارکتی و رویکرد گرادیان کاهشی تصادفی(SGD) برای آموزش این الگوهای شبکه عصبی استفاده کردیم. 
مدل MLP مودر نظر سه لایه با ReLU و توابع فعال‌سازی بیشینه‌فعال (Softmax) را دربر می‌گیرد. الگوی MLP مشخص شده شامل سه لایه با ReLU و توابع فعال‌سازی بیشینه‌فعال(Softmax) است. به دلیل تعداد محدود لایه‌ها و واحدهای استفاده شده، پیچیدگی مدل نسبتاً پایین است. پیچیدگی مدل به دلیل تعداد کم لایه‌ها و واحدها نسبتاً کم است. روش‌های گوناگونی برای بهینه‌سازی مدل MLP وجود دارد که می‌توان از آن‌ها استفاده کرد. برای بهینه‌سازی مدل MLP، چندین تکنیک را می‌توان در نظر گرفت. برای بهینه‌سازی مدل MLP، می‌توان از تکنیک‌های مختلفی استفاده کرد؛ از جمله این تکنیک‌ها شامل روش‌های مقدار‌دهی اولیه با وزن مناسب از جمله Xavier یا مقداردهی اولیه He، کشف توابع فعال‌ساز جایگزینی مانند Leaky ReLU یا ELU، بکار بردن تکنیک‌های قانون‌گذاری مانند قانون‌گذاری L1 یا L2 است تا از برازش (تناسب) بیش از حد جلوگیری کند و استفاده کردن از قطع موقتی برای بهبود عمومیت‌بخشی، و بکار بردن نرمال‌سازی دسته‌ای برای ثبات اضافی آموزشی، و آزمایش کردن با بهینه‌سازهای مختلفی مانند آدام یا RMSprop، و تنظیم ابَرپارامتر نظام‌مند برای بهینه‌سازی عملکرد مدل است. با اعمال این تکنیک‌های بهینه‌سازی، می‌توان کارایی آموزش و قابلیت تعمیم‌پذیری مدل MLP را بهبود بخشید. لازم به ذکر است که اثربخشی این تکنیک‌ها می‌تواند با توجه به مجموعه داده‌ها و مسأله مورد بررسی، متغیر باشد؛ لذا برای رسیدن به بهترین نتایج، آزمایش و تنظیمات مکرر ضروری است. 
مدل MLP  را می‌توان با بکار بردن این تکنیک‌های بهینه‌سازی از لحاظ کارآمدی آموزشی و قابلیت‌های عمومیت‌بخشی ارتقا داد. البته توجه به این مطلب مهم است که اثربخشی این تکنیک‌ها ممکن است وابستگی به مجموعه داده‌های خاص و مسئله تحت بررسی را تغییر دهد، و آزمایش و تعدیلات تکراری ممکن است برای نائل شدن به بهترین نتایج  لازم باشد. 
مدلLSTM ، از سه لایه تشکیل شده است؛ دو لایه اول LSTM و لایه سوم، یک لایه متراکم با تابع فعال‌ساز softmax  و شش واحد.الگوی LSTM مشخص شده، شامل سه لایه است، که دو لایه اول، لایه‌های LSTM هستند و لایه دیگر، لایه متراکم همراه با یک تابع فعال‌ساز softmax و شش واحد است. واحدهای LSTM در هر لایه و اتصالات بین آنها، پیچیدگی این مدل را تعیین می‌کنند. پیچیدگی این الگو، توسط تعداد لایه‌ها، تعداد واحدهای LSTM در هر لایه و اتصالات بین آنها تحت تاثیر قرار می‌گیرد. با بهره‌گیری از لایه‌های LSTM، این الگو قادر است وابستگی‌های طولانی‌مدت و الگوهای دنباله‌ای در داده‌ها را به تصویر بکشد. این الگو با داشتن لایه‌های LSTM، قادر به نشان دادن وابستگی‌های بلندمدت و الگوهای دنباله‌ای در داده‌ها است. برای ارتقای کارایی مدل LSTM، می‌توان از تکنیک‌های مختلفی بهره برد. برای بهینه‌سازی الگوی LSTM، تکنیک‌های مختلفی را می‌توان بکار برد. برای بهینه‌سازی الگوی LSTM، تکنیک‌های گوناگونی از جمله مقداردهی اولیه دقیق وزن‌ها، انتخاب توابع فعال‌ساز مناسب، استفاده از روش‌های منظم‌سازی L1 یاL2، استفاده از قطع زودهنگام برای جلوگیری از بیش‌برازش، به‌کارگیری برش گرادیان برای کنترل انفجار گرادیان، آزمایش با برنامه‌ریزی نرخ یادگیری، نظارت بر افت اعتبار برای توقف زودهنگام و بهینه‌سازی مصرف حافظه در سلول‌های LSTM را می‌توان به کار گرفت.این تکنیک‌ها شامل مقدادهی اولیه با وزن دقیق، انتخاب توابع فعال‌ساز مناسب، پیاده‌سازی روش‌های قانون‌گذاری مانند قانون‌گذاری L1 یا L2، بکار بردن قطع موقتی برای جلوگیری از برازش بیش از حد، بکار بردن برش گرادیان برای بررسی انفجار گرادیان، آزمایش کردن با برنامه‌ریزی میزان یادگیری، نظارت بر کاهش اعتبار برای توقف اولیه و بهینه‌سازی کاربرد حافظه در سلول‌های LSTM است. این تکنیک‌های بهینه‌سازی با هدف بهبود عملکرد آموزش، افزایش توانایی تعمیم و کاهش چالش‌های معمول در مدل‌های LSTM به کار گرفته می‌شوند. هدف این تکنیک‌های بهینه‌سازی بهبود کارایی آموزش، افزایش قابلیت‌های عمومیت‌بخشی و کاهش چالش‌های عادی مرتبط با الگوهای LSTM است. این نکته حائز اهمیت است که اثربخشی این تکنیک‌ها می‌تواند وابسته به مجموعه داده‌ها و مسائل خاص باشد؛ در نتیجه، برای دستیابی به عملکرد بهینه مدل، آزمایش و ارزیابی کامل لازم است. 
توجه به این مطلب مهم است که اثربخشی این تکنیک‌ها ممکن است به مجموعه داده‌ها و مسائل خاصی وابسته باشند، و آزمایش جامع و ارزیابی کاملی برای دستیابی به عملکرد مطلوب الگو ضروری است. 
الگوی GRU مورد استفاده، دو لایه دارد؛ لایه اول GRU با 16 واحد و لایه آخر، یک لایه متراکم با تابع فعال‌ساز softmax و 6 واحد است.الگوی GRU ی مشخص شده شامل دو لایه است که لایه اول، یک لایه GRU است که شامل 16 واحد است و لایه دوم دارای یک لایه متراکم با 6 واحد و یک تابع فعال‌ساز softmax می‌باشد. عوامل موثر بر پیچیدگی این مدل، تعداد لایه‌ها، تعداد واحدهای GRU در هر لایه و اتصالات بین آنها هستند. پیچیدگی این مدل، توسط تعداد لایه‌ها، تعداد واحدهای موجود در لایه GRU و اتصالات بین آنها تحت تاثیر قرار می‌گیرد. واحد بازگشتی دروازه‌دار (GRU) نوعی شبکه عصبی بازگشتی (RNN) است که به طور موثر وابستگی‌های دنباله‌ای در داده‌ها را مدل‌سازی می‌کند. GRU (واحد بازگشتی دروازه‌دار) نوعی از شبکه‌های عصبی بازگشتی (RNN) است که می‌تواند وابستگی‌های دنباله‌ای در داده‌ها را بطور موثری دربر بگیرد. روش‌های متنوعی برای بهینه‌سازی مدل GRU وجود دارد که می‌توان از آن‌ها استفاده کرد. برای بهینه‌سازی الگوی GRU، تکنیک‌های مختلفی را می‌توان بکار برد. تکنیک‌های بهینه‌سازی مدل GRU شامل موارد زیر است: این تکنیک‌ها شامل موارد زیر می‌شود: روش‌های مقداردهی اولیه با وزن مناسب، انتخاب توابع فعال‌ساز مناسب، گنجاندن تکنیک‌های قانون‌گذاری مانند قانون‌گذاری L1 یا L2 برای جلوگیری از بیش‌برازش، بکار بردن برش گرادیان برای بررسی انفجار گرادیان، کشف راهبردهای برنامه‌ریزی میزان یادگیری، نظارت بر کاهش اعتبار برای توقف اولیه، و بهینه‌سازی کاربرد حافظه در سلول‌های GRU. می‌توان با استفاده از این تکنیک‌های بهینه‌سازی، مدل GRU را به طور موثر آموزش داد، قابلیت تعمیم‌پذیری آن را ارتقا داد و بر چالش‌های مرسوم در مدل‌های RNN غلبه کرد. می‌توان الگوی GRU را با تقویت این تکنیک‌های بهینه‌سازی بطور موثری آموزش داد، قابلیت‌های عمومیت‌بخشی‌اش را بهبود داد و بر چالش‌های عادی مرتبط با الگوهای مبتنی بر RNN غلبه کرد. توجه به این نکته ضروری است که کارایی این تکنیک‌ها می‌تواند تحت تأثیر مجموعه داده‌های مورد استفاده و نوع مسأله قرار گیرد؛ بنابراین، برای دستیابی به عملکرد مطلوب مدل GRU، ممکن است نیاز به آزمایش و ارزیابی جامع باشد.البته توجه به این مطلب مهم است که اثربخشی این تکنیک‌ها ممکن است بسته به مجموعه داده‌های خاص و مسئله خاص تغییر کند، و آزمایش و ارزیابی جامع برای تعیین پیکربندی بهینه و برای نائل شدن به عملکرد مطلوب الگوی GRU ضروری است.  
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مدل MANN مشخص شده، از دو لایه تشکیل شده است.الگوی مشخص شده MANN( شبکه عصبی تقویت‌شده با حافظه) شامل دو لایه است. لایه اول، یک لایه حافظه کوتاه‌مدت طولانی (LSTM) با 16 واحد است که می‌تواند وابستگی‌های طولانی‌مدت و الگوهای دنباله‌ای در داده‌ها را مدل‌سازی کند. اولین لایه، لایه LSTM( حافظه کوتاه‌مدت طولانی) با 16 واحد است که قادر به دربر گرفتن وابستگی‌های بلندمدت و الگوهای دنباله‌ای در داده‌ها است. لایه دوم، یک لایه متراکم با 6 واحد و تابع فعال‌ساز softmax است که برای تولید احتمالات خروجی نهایی طراحی شده است. لایه دوم، یک لایه متراکم با 6 واحد و یک تابع فعال‌ساز sotfmax است که مسئولِ تولید احتمالات خروجی نهایی است. عوامل موثر بر پیچیدگی این مدل MANN، تعداد لایه‌ها، تعداد واحدهای LSTM و اتصالات بین آن‌ها هستند. پیچیدگی الگوی MANN توسط تعداد لایه‌ها، تعداد واحدهای LSTM و اتصالات بین آنها تعیین می‌شود. روش‌های متنوعی برای بهینه‌سازی مدل MANN وجود دارد که می‌توان از آن‌ها استفاده کرد. تکنیک‌های مختلفی را می‌توان برای بهینه‌سازی الگوی MANN بکار برد. این فنون موارد ذیل را دربر میگیرند که همگی می‌توانند به بهبود عملکرد کمک کنند: این تکنیک‌ها شامل موارد زیر است: روش‌های مقداردهی اولیه با وزن دقیق، انتخاب تابع فعال‌ساز مناسب، تکنیک‌های قانون‌گذاری مانند L1 یا L2 برای جلوگیری از بیش‌برازش، قطع موقتی برای بهبود عمومیت‌بخشی، برش گرادیان برای بررسی انفجار گرادیان، راهبردهای برنامه‌ریزی میزان یادگیری، نظارت بر کاهش اعتبار برای توقف اولیه و مدول‌های حافظه یا ساز و کارهای توجه برای افزایش توانایی آنها برای ذخیره کردن و بازیابی اطلاعات و بهینه‌سازی این اجزاء که همگی می‌توانند به بهبود عملکرد کمک کنند. از آنجا که کارایی تکنیک‌های مختلف به مجموعه داده‌ها و مسأله خاص بستگی دارد، برای بهینه‌سازی مدل MANN، آزمایش و ارزیابی مکرر ضروری است. بهینه‌سازی الگوی MANN مستلزم آزمایش و ارزیابی تکراری است، چون اثربخشی تکنیک‌های مختلف ممکن است بسته به مجموعه‌داده‌ها و مسائل خاص تحت بررسی تغییر کند. با استفاده از این تکنیک‌های بهینه‌سازی، می‌توان مدل MANN را به طور موثرتر آموزش داد، قابلیت تعمیم‌پذیری آن را بهبود بخشید و بر چالش‌های متداول در معماری‌های مبتنی بر حافظه فائق آمد. 
مدل MANN را می‌توان با بکار بردن این تکنیک‌های بهینه‌سازی بطور موثرتری آموزش داد، قابلیت‌های عمومیت‌بخشی‌اش را بهبود داد و بر چالش‌های مرتبط با معماری‌های مبتنی بر حافظه غلبه کرد.  
مدل شبکه عصبی بازگشتی موج پیوسته (CW-RNN) مشخص شده، دارای سه لایه است. الگوی شبکه عصبی بازگشتی با شکل موج پیوسته(CW-RNN)  مشخص شده از سه لایه تشکیل شده است. لایه اول، یک لایه GRU (واحد بازگشتی دروازه‌دار) 16 واحدی است که با تنظیم «بازگشت-دنباله‌ها= واقعی»، کل دنباله خروجی‌ها را به جای خروجی نهایی تولید می‌کند. اولین لایه، لایه GRU( واحد بازگشتی دروازه‌دار) با 16 واحد و پارامتر « بازگشت-دنباله‌ها= واقعی» است که نشان می‌دهد که این لایه به جای تنها یک خروجی نهایی، کل دنباله خروجی‌ها را برمی‌گرداند. لایه دوم، یک لایه GRU دیگر با 16 واحد و لایه سوم، یک لایه متراکم با 6 واحد و تابع فعال‌ساز softmax است که خروجی نهایی را به صورت احتمالات تولید می‌کند. لایه دوم، لایه GRU دیگری با 16 واحد است و لایه سوم، یک لایه متراکم با 6 واحد و یک تابع فعال‌ساز بیشینه‌هموار است که مسئول ایجاد احتمالات خروجی نهایی است. عوامل موثر بر پیچیدگی این مدل CW-RNN، تعداد لایه‌ها، تعداد واحدهای GRU در هر لایه و اتصالات بین آنها هستند. پیچیدگی الگوی CW-RNN توسط تعداد لایه‌ها، تعداد واحدهای موجود در هر لایه GRU و اتصالات بین آنها تحت تاثیر قرار می‌گیرد. با استفاده از لایه‌های GRU، که نوعی شبکه عصبی بازگشتی (RNN) هستند، می‌توان وابستگی‌های دنباله‌ای در داده‌ها را به طور موثر مدل‌سازی کرد. لایه‌های GRU نوعی از شبکه‌های عصبی بازگشتی(RNN) هستند که می‌توانند وابستگی‌های دنباله‌ای در داده‌ها را بطور موثری دربرگیرند. با برگرداندن کل دنباله خروجی‌ها در لایه GRU ابتدایی، این مدل قادر به جمع‌آوری اطلاعات از تمام گام‌های زمانی است که برای برخی وظایف خاص می‌تواند بسیار مفید باشد. این الگو با برگرداندن کل دنباله خروجی‌ها در نخستین لایه GRU، می‌تواند اطلاعات را از همه گام‌های زمانی بدست آورد که این امر می‌تواند برای وظایف خاصی سودمند باشد. برای ارتقای کارایی مدل CW-RNN، می‌توان از تکنیک‌های مختلفی بهره برد: برای بهینه‌سازی الگوی CW-RNN، تکنیک‌های مختلفی را می‌توان بکار برد. این تکنیک‌ها شامل موارد زیر هستند: روش‌های مقداردهی اولیه با وزن مناسب، انتخاب تابع فعال‌ساز، تکنیک‌های قانونگذاری مانند قانون‌گذاری L1 یا L2 برای جلوگیری از بیش‌برازش، قطع موقتی برای بهبود عمومیت‌بخشی، برش گرادیان برای بررسی انفجار گرادیان، راهبردهای برنامه‌ریزی میزان یادگیری، نظارت بر کاهش اعتبار برای توقف اولیه و مدیریت حافظه درون لایه‌های GRU. بهینه‌سازی مدل CW-RNN می‌تواند با بررسی ابرپارامترهای متنوع و معماری‌های خاص، مانند تعداد واحدهای لایه‌ها و اندازه گام زمانی، بهبود یابد. علاوه بر این، کشف ابَرپارامترهای مختلف و معماری‌های خاص برای CW-RNN مانند تعداد واحدهای موجود در هر لایه و اندازه گام زمانی نیز می‌توانند به بهینه‌سازی الگو کمک کنند. برای دستیابی به عملکرد مطلوب مدل CW-RNN، آزمایش و ارزیابی جامع ضروری است زیرا کارایی تکنیک‌های مختلف بسته به مجموعه داده‌ها و مسأله خاص می‌تواند تغییر کند. بهینه‌سازی الگوی CW-RNN نیاز به آزمایش و ارزیابی دقیق دارد چون اثربخشی تکنیک‌های مختلف ممکن است بسته به مجموعه داده و مسئله خاص مورد بررسی تغییر کند. اعمال تکنیک‌های بهینه‌سازی، امکان آموزش کارآمد مدل CW-RNN را فراهم می‌کند، که این امر منجر به بهبود قابلیت تعمیم‌پذیری آن و درک وابستگی‌های موجود در داده‌های موج پیوسته می‌شود. 
الگوی CW-RNN با بکار بردن تکنیک‌های بهینه‌سازی می‌تواند بطور کارا آموزش ببیند، که این امر موجب افزایش قابلیت‌های عمومیت‌بخش آن می‌شود و وابستگی‌های موجود در داده‌های با شکل موج پیوسته را در بر گیرد.   
تمام مدل‌های بکار رفته در این تحقیق، از یک تابع فعال‌ساز یکسان استفاده می‌کنند که برای وظیفه تشخیص چندکلاسه، مناسب است. همه الگوها در این زمینه از تابع فعال‌ساز مشابهی استفاده می‌کنند، که برای وظیفه تشخیص چندکلاسه تحت بررسی مناسب است. با استفاده از این تابع فعال‌ساز، ورودی‌ها به احتمالات خروجی در بازه 0 تا 5 تبدیل می‌شوند که تعداد حملات برچسب‌گذاری شده (0، 1، 2، 3، 4 و 5) را نشان می‌دهد (جدول 6).این تابع فعال‌ساز، داده‌های ورودی را با احتمالات خروجی ترسیم می‌کند که مقادیرشان محدوده‌ای از صفر تا پنج دارد که این، نمایانگر تعداد خروجی‌های( حملات) برچسب خورده (0، 1، 2، 3، 4 و 5) (جدول 6) است. 
جدول ۶ انتخاب‌های پارامتر مدل‌ها
	مدل‌ها
	پارامترها

	تابع فعال‌سازی 
	 SoftMax

	تابع از دست دادن
	Categorical_Crossentropy

	بهینه‌ساز
	SGD

	تعداد دوره‌ها
	100

	اندازه بچ
	16

	نرخ یادگیری
	0.01




برای تشخیص حملات در شبکه‌های VANETs با استفاده از مجموعه داده‌های VeReMi، یک مدل مبتنی بر الگوریتم میانگین‌گیری مشارکتی (FedAVG) پیشنهاد می‌کنیم. الگوی پیشنهاد شده شامل الگوی میانگین‌گیری مشارکتی(FedAVG) الگوی تجمیع است تا حملات در VANET را با استفاده از مجموعه داده‌های VeReMi تشخیص دهد. معماری شکل 3 فرایند الگوریتم FedAVG را نشان می‌دهد. فرایند الگوریتم FedAVG در معماری زیر نشان داده می‌شود( شکل 3 را ببینید). سرور در شکل 4، الگوهای آموزش داده شده محلی را از کاربران جمع‌آوری می‌کند و با استفاده از میانگین وزنی با وزن‌های تجمیع ثابت، الگوی کلی را به دست می‌آورد. 
در این شکل، سرور، الگوهای بطور موضعی آموزش دیده را از هر کاربر گردآوری کرده و الگوی کلی را از طریق میانگین موزون با استفاده از وزن‌های تجمیعی ثابت بدست می‌آورد( شکل4). 
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شکل ۴. معماری FedAVG

این الگوریتم از این تابع از پیش‌تعریف شده استفاده می‌کند: 
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که در آن: 
W: الگوی کلی
K: کاربر
αk: وزن‌های تجمیعی ثابت α از داده‌ها درباره کاربران 
Wk: الگوی جاری کاربر k.
FedAVG تاییدتأیید شده توسط 3 گام حیاتی زیر:
1. عامل مقیاس‌بندی موزون: نسبت‌های داده‌های آموزشی محلی هر کاربر نسبت به کل داده‌های آموزشی در میان کاربران تعیین‌کننده سهم هر کاربر در آموزش کل مدل است. نسبت‌های داده‌های آموزشی موضعی یک کاربر را در مقایسه با کل داده‌های آموزشی در تمام کاربران تعیین می‌کند. به منظور محاسبه این عامل، ابتدا حجم داده‌های آموزشی محلی هر کاربر را تعیین و سپس با حجم کل داده‌های آموزشی مقایسه میشود. اندازه داده‌های آموزشی هر کاربر تقسیم بر اندازه کل داده‌های آموزشی، عامل مقیاس‌بندی را مشخص می‌کند. ما برای محاسبه این عامل، ابتدا از اندازه گروه کاربر استفاده می‌کنیم، و سپس اندازه کل داده‌های آموزشی کلی را بدست می‌آوریم. ما با تقسیم کردن اندازه دسته کاربر بر اندازه داده‌های آموزشی کلی، عامل مقیاس‌بندی را بدست می‌آوریم. 
2. مقیاس‌بندی وزن‌های الگو: با توجه به عامل مقیاس‌بندی محاسبه شده در گام اول، وزن‌های هر الگوی موضعی تنظیم میشود.وزن‌های هر الگوی موضعی مبتنی بر عامل مقیاس‌بندی محاسبه شده در 
3. گام (1) را تنظیم می‌کنیم.
4. وزن‌های مقیاس‌بندی شده را جمع می‌کنیم: تمامی وزن‌های مقیاس‌بندی شده دریافت شده از کاربران با هم جمع‌آوری میشود.همه وزن‌های مقیاس‌بندی شده از هر کاربر را جمع می‌کنیم. 
برای آموزش مدل‌ها در یادگیری مشارکتی، از الگوریتم‌های مختلفی از جمله MLP، LSTM، GRU، MANN  و CW-RNN  استفاده شده است. الگوریتم‌های مختلف از جمله MLP، LSTM، GRU، MANN و CW-RNN به عنوان الگوریتم‌های آموزشی در یادگیری مشارکتی مورد استفاده قرار گرفته‌اند.  در شکل 5، فرآیند آموزش نشان داده شده است که با 10 مشتری (وسیله نقلیه) آغاز می‌گردد و هر کدام به صورت مستقل با استفاده از روش گرادیان کاهشی تصادفی (SGD) بر روی مجموعه داده‌های خود آموزش می‌بینند. فرآیند آموزش در شکل 5 نشان داده شده است و با ۱۰ مشتری (وسایل نقلیه) آغاز می‌شود که هر یک به‌طور مستقل و با استفاده از گرادیان کاهشی تصادفی (SGD) روی مجموعه داده‌های خود آموزش می‌بینند. بعد از اتمام این مرحله، هر مشتری مدل خود را به‌روزرسانی کرده و به سرور مرکزی ارسال می‌کند. پس از اتمام این مرحله، هر مشتری مدل خود را به‌روزرسانی کرده و آن را به سرور مرکزی ارسال می‌کند. سرور، مدل‌های دریافتی از مشتریان را با استفاده از یک روش میانگین‌گیری ترکیب می‌کند، که در نهایت به بهبود مدل جهانی منجر می‌شود. در سرور، مدل‌های دریافتی از مشتریان از طریق یک مکانیزم میانگین‌گیری ترکیب شده و منجر به بهبود مدل جهانی می‌شود. پس از بهبود مدل جهانی، این مدل به مشتریان بازگردانده می‌شود و آن‌ها مدل‌های قبلی را با نسخه جدید جایگزین می‌کنند. سپس این مدل جهانی بهبودیافته به مشتریان بازگردانده می‌شود و آن‌ها مدل‌های قبلی خود را با نسخه جدید جایگزین می‌کنند. برای بهبود تدریجی مدل جهانی، این فرآیند معمولاً حدود ۱۰۰ بار تکرار می‌گردد. این فرآیند معمولاً حدود ۱۰۰ بار تکرار می‌شود تا مدل جهانی به‌تدریج بهبود یابد. با این رویکرد تکراری، مشتریان مختلف می‌توانند به‌طور مشارکتی در ارتقای عملکرد مدل جهانی نقش داشته باشند، درحالی‌که داده‌های خود را همچنان به‌صورت غیرمتمرکز نگه می‌دارند. مشتریان مختلف با استفاده از این رویکرد تکراری به صورت همکارانه در بهبود مدل جهانی شرکت می‌کنند، در حالی که داده‌هایشان به صورت غیرمتمرکز باقی می‌ماند. مدل جهانی قبل از ورود به مرحله آزمایش، ذخیره و به فرمت HDF5 سریالیزه می‌شود تا در مکانیزم بلاکچین مورد استفاده قرار گیرد.
پیش از مرحله آزمایش، مدل جهانی ذخیره شده و در قالب HDF5 سریال‌سازی می‌شود تا در مکانیزم بلاکچین مورد استفاده قرار گیرد.
در روش ما، علاوه بر الگوریتم‌های دیگر، از مدل استاندارد SGD نیز استفاده شد که یک رویکرد آموزش متمرکز برای تشخیص نفوذ در شبکه‌های موردی وسایل نقلیه را پیاده‌سازی می‌کند. علاوه بر این، در روش ما از مدل استاندارد SGD نیز استفاده شده است که مبتنی بر یک رویکرد آموزشی متمرکز برای تشخیص نفوذ در VANET است. در این رویکرد، یک مدل واحد با استفاده از مجموعه داده VeReMi آموزش داده شد تا امکان تحلیل شبکه و شناسایی حملات احتمالی فراهم شود. در این روش، یک مدل واحد با استفاده از مجموعه داده VeReMi  آموزش داده شد که به ما امکان تحلیل شبکه و شناسایی حملات احتمالی را می‌دهد. به منظور داشتن مقایسه ای منصفانه، پارامترهای مدل یادگیری فدرال، از جمله 100 دور، به طور یکسان برای دو روش استفاده شد.برای اطمینان از مقایسه‌ای عادلانه میان این دو رویکرد، از همان پارامترهای مدل FL، شامل ۱۰۰ دور (epoch)، استفاده شده است. نکته قابل توجه این است که مدل SGD در یک سرور مرکزی اجرا می‌شود و این امر مستلزم انتقال کل مجموعه داده‌ها است که باعث ایجاد نگرانی در مورد حریم خصوصی می‌شود.
بااین‌حال، باید توجه داشت که مدل SGD روی یک سرور مرکزی اجرا می‌شود که مستلزم انتقال کل مجموعه داده است و این مسئله نگرانی‌هایی درباره حریم خصوصی ایجاد می‌کند.
تفاوت اصلی این دو مدل این است که SGD از یک رویکرد آموزش متمرکز در سرور مرکزی استفاده می‌کند، اما FedAVG  مبتنی بر یادگیری فدرال و تعامل بین دستگاه‌های مشتری است. مدل SGD از یک رویکرد آموزش متمرکز در سرور مرکزی استفاده می‌کند، درحالی‌که مدل FedAVG مبتنی بر یادگیری فدرال و تعامل چندین دستگاه مشتری است. تفاوت اصلی این است که در مدل SGD، داده‌ها در یک محل متمرکز نگهداری می‌شوند، در حالی که در مدل FedAVG داده‌ها در دستگاه‌های کاربران باقی می‌مانند و فقط تغییرات مدل به اشتراک گذاشته می‌شود، که این امر حفاظت از حریم خصوصی داده‌ها را فراهم می‌کند. در مدل SGD، داده‌ها در یک مجموعه متمرکز قرار دارند، اما در مدل FedAVG داده‌ها در دستگاه‌های مشتری باقی می‌مانند و تنها به‌روزرسانی‌های مدل به اشتراک گذاشته می‌شود که این امر حریم خصوصی داده‌ها را تضمین می‌کند. در مدل SGD، به دلیل دسترسی به تمام داده‌ها، نگرانی‌های حریم خصوصی مطرح می‌شود، در حالی که مدل FedAVG  با حفظ داده‌ها در محل کاربران، این مشکل را حل می‌کند.ازآنجاکه مدل SGD به کل مجموعه داده دسترسی دارد، ممکن است مسائل مربوط به حریم خصوصی ایجاد شود، اما مدل FedAVG این مشکل را با حفظ غیرمتمرکز بودن داده‌ها برطرف می‌کند.
کارایی ارتباطی این دو مدل نیز متفاوت است؛ در مدل SGD، داده‌ها بین سرور مرکزی و مشتریان منتقل می‌شوند، اما در مدل FedAVG تنها به‌روزرسانی‌های مدل ارسال می‌گردد که باعث افزایش کارایی ارتباطی می‌شود. بازدهی ارتباطات در این دو مدل نیز متفاوت است؛ در مدل SGD، ارتباط میان سرور مرکزی و مشتریان شامل انتقال داده‌ها است، درحالی‌که در مدل FedAVG تنها به‌روزرسانی‌های مدل ارسال می‌شود که این امر کارایی ارتباطات را بهبود می‌بخشد. با توجه به این تفاوت‌ها، می‌توان با انتخاب مناسب بین مدل‌های SGD و FedAVG برای تشخیص نفوذ در شبکه‌های موردی وسایل نقلیه، تصمیمات آگاهانه‌ای اتخاذ کرد. با درک این تفاوت‌ها، می‌توان تصمیم‌گیری آگاهانه‌ای در انتخاب بین مدل‌های SGD و FedAVG برای تشخیص نفوذ در VANET داشت و در این انتخاب، باید عواملی مانند روش آموزش، امنیت و حریم خصوصی داده‌ها، کارایی ارتباطات و ماهیت توزیع شده این شبکه‌ها در نظر گرفته شوند.عواملی همچون رویکرد آموزشی، امنیت و حریم خصوصی داده‌ها، بازدهی ارتباطات و ماهیت توزیع‌شده این شبکه‌ها را در نظر گرفت.
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شکل ۵. آموزش FedAVG
جریان یکپارچه‌سازی یادگیری فدرال با بلاکچین، که در شکل 5 نشان داده شده است، از چندین مرحله مهم تشکیل شده است. فرآیند یکپارچه‌سازی یادگیری فدرال و بلاکچین، همان‌طور که در شکل 5 نشان داده شده است، شامل چندین مرحله کلیدی است. وسایل نقلیه، در ابتدا، مدل‌های محلی خود را بر اساس خصوصیات منحصربه‌فرد داده‌هایشان می‌سازند. ابتدا وسایل نقلیه مدل‌های محلی خود را بر اساس ویژگی‌های منحصربه‌فرد داده‌هایشان توسعه می‌دهند. این مدل‌ها اطلاعاتی را در بر می‌گیرند که از داده‌های خاص هر خودرو استخراج شده‌اند. این مدل‌ها شامل بینش‌هایی هستند که از داده‌های هر وسیله نقلیه استخراج شده است. به دلیل ترکیب مدل‌های محلی و ایجاد یک مدل جهانی بهبودیافته، یادگیری فدرال همانند یک سامانه هوش جمعی عمل می‌کند. یادگیری فدرال به‌عنوان یک سیستم هوش جمعی عمل می‌کند، زیرا مدل‌های محلی ترکیب شده و یک مدل جهانی بهبودیافته را شکل می‌دهند. این روش، ضمن استفاده از اطلاعات ویژه هر وسیله نقلیه، امنیت حریم خصوصی داده‌ها را نیز تأمین می‌کند.
این رویکرد، ضمن بهره‌گیری از دانش اختصاصی هر وسیله نقلیه، حریم خصوصی داده‌ها را نیز حفظ می‌کند.
پس از اینکه مدل جهانی تکمیل شد، در قالب HDF5 مخفف  Hierarchical Data Format Version 5ذخیره شده و سپس، برای سازگاری با بلاکچین، به فرمتی مناسب، معمولاً هگزادسیمال، تبدیل می‌شود. مدل جهانی پس از تکمیل، در قالب Hierarchical Data Format Version 5 (HDF5) ذخیره شده و پیش از تبدیل به یک قالب مناسب، اغلب هگزادسیمال، جهت اطمینان از سازگاری با بلاکچین تغییر می‌یابد. انتخاب این قالب به این دلیل است که ادغام بدون مشکل در ساختار بلاکچین را تضمین کند و امنیت داده‌ها را در حین انتقال حفظ کند.این قالب به‌گونه‌ای انتخاب شده است که ادغام بدون مشکل در ساختار بلاکچین را تضمین کرده و امنیت داده‌ها را در حین انتقال حفظ کند.
قرارداد هوشمند و تابع "set" برای سازمان‌دهی ادغام در بلاکچین به کار می‌روند. ادغام در بلاکچین از طریق یک قرارداد هوشمند و تابع "set" سازمان‌دهی می‌شود. اسکریپت‌های خوداجرای قراردادهای هوشمند، داده‌های مدل جهانی را پردازش کرده و در دفترکل غیرقابل تغییر بلاکچین ذخیره می‌کنند. قراردادهای هوشمند که اسکریپت‌های خوداجرا هستند، داده‌های مدل جهانی را پردازش کرده و در دفترکل تغییرناپذیر بلاکچین ثبت می‌کنند. برای تأیید یکپارچگی داده‌های مدل جهانی و ساختار بلاک‌های بلاکچین، اثر انگشت‌های رمزنگاری شده با استفاده از توابع هش ایجاد می‌شوند.از توابع هش برای ایجاد اثر انگشت‌های رمزنگاری‌شده استفاده می‌شود تا یکپارچگی داده‌های مدل جهانی و ساختار بلاک‌های بلاکچین تأیید شود.
برای افزایش امنیت و محافظت از اصالت داده‌ها، از توابع هش استفاده می‌شود که هرگونه تغییر غیرمجاز را شناسایی و از آن جلوگیری می‌کنند. توابع هش یک لایه امنیتی اضافی فراهم کرده و از اصالت داده‌ها محافظت می‌کنند، به‌طوری‌که هرگونه تغییر غیرمجاز را شناسایی و از آن جلوگیری می‌نمایند. با انجام محاسبات هش و مقایسه مقادیر، مغایرت ها را به سرعت مشخص کرده و از وضعیت تغییر نیافته داده‌ها اطمینان حاصل می کنیم. با محاسبه و مقایسه مقادیر هش، هرگونه مغایرت به‌سرعت مشخص شده و وضعیت تغییرنیافته داده‌ها حفظ می‌شود. این فرآیند به شکلی منسجم یادگیری فدرال، بلاکچین و تدابیر امنیتی را ترکیب کرده و چارچوبی قدرتمند برای حفاظت و ادغام داده‌ها ایجاد می‌کند. با ادغام یکپارچه یادگیری فدرال، بلاکچین و اقدامات امنیتی، این فرآیند یک چارچوب قدرتمند برای حفاظت و ادغام داده‌ها ایجاد می‌کند.

4.۲.3. . مقیاس‌پذیری و اثربخشی چارچوب پیشنهادی
برای تشخیص نفوذ در شبکه‌های VANETs، این پژوهش یک چارچوب ترکیبی از یادگیری فدرال (FL) و بلاکچین را معرفی می‌کند. این پژوهش یک چارچوب ترکیبی از یادگیری فدرال (FL) و بلاکچین را برای تشخیص نفوذ در شبکه‌های خودرویی موردی (VANET) معرفی می‌کند. مقیاس‌پذیری چارچوب در این تحقیق از نظر بار اضافی بلاکچین مورد بررسی قرار گرفته است. همچنین اثر بخشی یادگیری فدرال در حضور تعداد زیادی وسیله نقلیه نیز در این تحقیق مورد ارزیابی قرار گرفته است.
در این تحقیق، مقیاس‌پذیری چارچوب ازنظر سربار بلاکچین و اثربخشی یادگیری فدرال در حضور تعداد زیادی از وسایل نقلیه ارزیابی شده است.
به کمک یادگیری فدرال (FL)، فرآیند آموزش مدل در میان وسایل نقلیه پخش شده و حریم خصوصی داده‌ها تضمین می‌شود. با بهره‌گیری از FL، فرآیند آموزش مدل میان وسایل نقلیه توزیع شده و حریم خصوصی داده‌ها حفظ می‌شود. برای تشخیص نفوذ، از مدل‌های شبکه عصبی متنوعی در این روش استفاده شده و عملکرد چارچوب با معیارهای کمی ارزیابی می‌شود. این روش از مدل‌های مختلف شبکه عصبی برای تشخیص نفوذ استفاده می‌کند و عملکرد چارچوب با معیارهای کمی مورد ارزیابی قرار گرفته است. بر اساس نتایج به دست آمده، مدل آموزش‌دیده فدرال نسبت به مدل سنتی گرادیان کاهشی تصادفی (SGD)، در دقت و یادآوری، عملکرد بهتری در انواع مختلف حملات ارائه می‌دهد. نتایج نشان می‌دهد که مدل آموزش‌دیده فدرال، در مقایسه با مدل سنتی گرادیان کاهشی تصادفی (SGD)، ازنظر دقت و یادآوری در انواع مختلف حملات عملکرد بهتری دارد. با استفاده از مدل مبتنی بر یادگیری فدرال، دقت در بازه ۶۸٪ تا ۹۴٪ و یادآوری در بازه ۵۷٪ تا ۸۸٪ به دست می‌آید. این نتایج برتری یادگیری فدرال در تشخیص نفوذ و بهبود دقت، یادآوری و صحت مدل را نشان می‌دهد.
مدل مبتنی بر FL دقتی بین ۶۸٪ تا ۹۴٪ و میزان یادآوری بین ۵۷٪ تا ۸۸٪ ارائه می‌دهد. این نتایج نشان‌دهنده برتری یادگیری فدرال در تشخیص نفوذ است که منجر به بهبود دقت، یادآوری و صحت مدل می‌شود.
یکپارچه‌سازی فناوری بلاکچین موجب افزایش امنیت و حفاظت از حریم خصوصی نیز در فرآیند آموزش مشارکتی یادگیری فدرال (FL) می‌گردد. علاوه بر این، یکپارچه‌سازی فناوری بلاکچین امنیت و حفاظت از حریم خصوصی را در فرآیند آموزش مشارکتی FL تقویت می‌کند. بلاکچین با تضمین یکپارچگی داده‌ها، نظارت دقیق بر ناهنجاری‌ها را در میان گره‌های غیرمتمرکز امکان‌پذیر می‌سازد. استفاده از بلاکچین یکپارچگی داده‌ها را تضمین کرده و امکان نظارت دقیق بر ناهنجاری‌ها را در میان گره‌های غیرمتمرکز فراهم می‌سازد. این مطالعه به طور جامع نشان داد که چارچوب پیشنهادی مقیاس‌پذیر است و می‌تواند به طور مؤثر حملات را در میان هزاران خودروی شرکت‌کننده شناسایی کند. به‌طور کلی، این پژوهش مقیاس‌پذیری چارچوب پیشنهادی را نشان داده و اثربخشی آن را در تشخیص نفوذ میان هزاران وسیله نقلیه مشارکت‌کننده به نمایش می‌گذارد. با ادغام یادگیری فدرال (FL) و بلاکچین، آسیب‌پذیری‌های شبکه‌های موردی خودروها رفع شده و تشخیص مشارکتی ناهنجاری‌ها با حفظ حریم خصوصی امکان‌پذیر می‌شود. ترکیب FL و بلاکچین آسیب‌پذیری‌های VANET را برطرف کرده و امکان تشخیص مشارکتی ناهنجاری‌ها را با حفظ حریم خصوصی فراهم می‌آورد. این یافته‌ها از استفاده گسترده‌تر فناوری‌های خودرویی حمایت می‌کنند و بر اهمیت ادغام یادگیری فدرال (FL) و بلاکچین برای بهبود قابلیت اطمینان، ایمنی و اعتماد در عملکرد شبکه‌های موردی خودروها تأکید دارند.
این نتایج از پذیرش گسترده‌تر فناوری‌های خودرویی حمایت کرده و اهمیت ادغام FL و بلاکچین را برای افزایش قابلیت اطمینان، ایمنی و اعتماد در عملیات VANET برجسته می‌کند.
هدف از طراحی راهکار پیشنهادی، عملکردی مطمئن و مؤثر در هر شرایط شبکه‌ای، حتی شرایط غیرقابل پیش‌بینی، بوده است. راهکار پیشنهادی ما به‌گونه‌ای طراحی شده است که بتواند در شرایط مختلف و پیش‌بینی‌نشده شبکه عملکردی قابل‌اعتماد و کارآمد داشته باشد. VANET شبکه‌های VANET پیوسته در معرض تغییراتی مانند نوسانات نرخ انتقال داده، تغییرات در اتصال وسایل نقلیه و اختلالات سیگنال قرار دارند. ها همواره در معرض تغییراتی مانند نوسانات نرخ انتقال داده، تغییرات در اتصال وسایل نقلیه و اختلالات سیگنال قرار دارند. راهکار ما برای غلبه بر این چالش‌ها، از مکانیسم‌های تطبیقی تشخیص نفوذ استفاده می‌کند که بر پایه مدل‌های یادگیری بنا شده‌اند. برای مقابله با این چالش‌ها، راهکار ما از مکانیسم‌های تطبیقی تشخیص نفوذ مبتنی بر مدل‌های یادگیری استفاده می‌کند. تنظیم خودکار این مدلها موجب می شود بتوانند خود را با تغییرات لحظه‌ای شبکه سازگار کنند. این مدل‌ها به‌طور پویا تنظیم‌شده و قادرند خود را با تغییرات لحظه‌ای شبکه هماهنگ سازند. این راهکار در برابر خرابی‌های شبکه نیز از خود مقاومت نشان می‌دهد. علاوه بر این، راهکار ما در برابر خرابی‌های شبکه نیز مقاوم است. قطع ارتباط و خرابی‌های موقت برخی خودروها، در شبکه‌های موردی وسایل نقلیه (VANETs) به طور معمول رخ می‌دهد. در محیط‌های VANET، اختلالات ارتباطی یا خرابی‌های موقت برخی از وسایل نقلیه امری رایج است. برای تشخیص مداوم نفوذ، این راهکار می‌تواند وسایل نقلیه مشکل‌دار را شناسایی و جدا کند و همزمان نظارت بر وسایل نقلیه فعال را حفظ کند.برای تضمین تشخیص مداوم نفوذ، این راهکار می‌تواند وسایل نقلیه معیوب را شناسایی و ایزوله کند و درعین‌حال نظارت بر وسایل نقلیه فعال را ادامه دهد.
طراحی این راهکار به گونه‌ای است که در برابر حملات پیچیده‌ای که ممکن است شبکه‌های موردی وسایل نقلیه با آن‌ها مواجه شوند، کارآمد باشد. همچنین، این راهکار برای مقابله با حملات پیچیده‌ای که ممکن است VANETها با آن مواجه شوند، طراحی شده است. حملات اطلاعات نادرست و حملات انکار سرویس (DoS) از جمله این تهدیدات هستند. از جمله این تهدیدات، حملات انکار سرویس (DoS) و حملات اطلاعات نادرست هستند. این راهکار مجهز به مکانیزم‌های تشخیص پیشرفته‌ای است که قادر به شناسایی و مقابله با این حملات هستند. مکانیزم‌های تشخیص پیشرفته به کار رفته در این راهکار می‌توانند چنین حملاتی را شناسایی کرده و به آن‌ها واکنش نشان دهند. طراحی این سیستم به گونه‌ای است که هم مقیاس‌پذیر بوده و هم توانایی سازگاری با تکنیک‌های حمله جدید را دارد.علاوه بر این، طراحی این سیستم به‌گونه‌ای است که قابلیت مقیاس‌پذیری داشته و توانایی سازگاری با تکنیک‌های جدید حمله را نیز فراهم می‌کند.
راهکار ما با تمرکز بر حفظ حریم خصوصی و امنیت، داده‌های حساس کاربران را محافظت می‌کند. در زمینه امنیت و حریم خصوصی، راهکار ما بر حفاظت از داده‌های حساس کاربران تمرکز دارد. یادگیری فدرال این امکان را فراهم می‌کند که مدل‌های شناسایی به‌صورت محلی روی خودروهای شرکت‌کننده آموزش داده شوند، بدون اینکه داده‌های شخصی به اشتراک گذاشته شوند. با بهره‌گیری از یادگیری فدرال، مدل‌های شناسایی به‌صورت محلی بر روی وسایل نقلیه شرکت‌کننده آموزش داده می‌شوند، بدون آن‌که نیازی به اشتراک‌گذاری داده‌های فردی باشد. این روش، ضمن حفظ محرمانگی اطلاعات کاربران، یک مکانیزم مؤثر برای تشخیص نفوذ فراهم می‌کند.این رویکرد باعث می‌شود که اطلاعات کاربران محرمانه باقی بماند، درحالی‌که همچنان یک مکانیسم کارآمد برای تشخیص نفوذ ارائه می‌شود.
به طور خلاصه، راهکار پیشنهادی یک روش انعطاف‌پذیر و سازگار برای شناسایی نفوذ در شبکه‌های موردی وسایل نقلیه (VANETs)  ارائه می‌کند که قادر به عملکرد قابل اعتماد در شرایط متغیر و غیرمنتظره شبکه است. به‌طور خلاصه، راهکار پیشنهادی ما یک روش انعطاف‌پذیر و تطبیق‌پذیر برای شناسایی نفوذ در VANET ارائه می‌دهد که قادر است به‌طور قابل‌اعتماد در شرایط متغیر و غیرمنتظره شبکه عمل کند. این رویکرد با تطبیق‌پذیری در برابر نوسانات شبکه، مقاومت در برابر خرابی‌ها، شناسایی حملات پیچیده و حفاظت از حریم خصوصی کاربران، یک راهکار ایمن و قابل اعتماد برای شبکه‌های موردی وسایل نقلیه به شمار می‌رود. این روش می‌تواند خود را با نوسانات شبکه تطبیق دهد، در برابر خرابی‌ها مقاومت کند، حملات پیچیده را شناسایی نماید و درعین‌حال از حریم خصوصی کاربران محافظت کند. به این ترتیب، این رویکرد راهکاری قدرتمند برای تأمین امنیت شبکه‌های موردی وسایل نقلیه، حتی در شرایط پیچیده و پویا، محسوب می‌شود.
بنابراین، این رویکرد یک راهکار قدرتمند برای تأمین امنیت VANET محسوب می‌شود، حتی در شرایط پیچیده و پویا.
5.۲.3. پیچیدگی زمانی چارچوب پیشنهادی
در این قسمت، به تحلیل پیچیدگی زمانی الگوریتم ارائه شده می‌پردازیم. در این بخش، پیچیدگی زمانی الگوریتم پیشنهادی بررسی می‌شود. تعداد موجودیت‌ها در هر نقشه ویژگی در یک شبکه عصبی، حداکثر مقداری برابر با یک ضریب ثابت (که معمولاً کمتر از یک است) در تعداد موجودیت‌های ورودی (n) دارد. در یک شبکه عصبی، تعداد موجودیت‌ها در هر نقشه ویژگی، حداکثر برابر است با مقدار ثابتی ضرب در تعداد موجودیت‌های ورودی که با n  نشان داده می‌شود (این مقدار ثابت معمولاً کمتر از ۱ است). پیچیدگی زمانی عملیات کانولوشن، که یک فیلتر با اندازه ثابت را بر سیگنال ورودی با n ویژگی اعمال می‌کند، O(n) است. عملیات کانولوشن، که یک فیلتر با اندازه ثابت را روی سیگنال ورودی با n  ویژگی اعمال می‌کند، دارای زمان اجرای O(n)  است. هر خروجی با جمع حاصل ضرب ویژگی‌های مشخص شده (k) در ورودی و تعداد ثابتی وزن (w) در فیلتر محاسبه می‌شود، به همین دلیل زمان اجرای عملیات کانولوشن از مرتبه O(n) است.دلیل این امر این است که هر خروجی به‌عنوان مجموع حاصل‌ضرب‌های برخی ویژگی‌های مشخص‌شده، که با k  نشان داده می‌شود، در ورودی و تعداد ثابتی از وزن‌ها، که با w  مشخص می‌شود، در فیلتر محاسبه می‌شود. مهم است بدانیم که مقادیر w و k با تغییر اندازه ورودی (n) ثابت می‌مانند. نکته مهم این است که مقادیر w  و k  ثابت باقی می‌مانند، صرف‌نظر از مقدار n . به همین دلیل، عملیات تجمیع  (max-pooling یا average-pooling)  نیز در زمانی خطی نسبت به اندازه ورودی انجام می‌شوند. به همین ترتیب، هر عملیات تجمیع (چه max-pooling و چه average-pooling) نیز بیش از زمان خطی نسبت به اندازه ورودی زمان نمی‌برد. همچنین با پردازش موازی گره های جانبی، زمان اجرای کلی همچنان خطی می ماند (O(n)).
علاوه بر این، گره‌های جانبی می‌توانند به‌صورت موازی پردازش شوند، که باعث می‌شود زمان اجرای کلی همچنان خطی باشد، یعنی O(n).
۴. نتایج تجربی
حوزه‌های کاربردی قرارداد هوشمند به دو بخش اصلی تقسیم می‌شوند: کاربرد قرارداد هوشمند شامل دو بخش اصلی است: اجرای قراردادهای هوشمند و ادغام بلاکچین در سیستم  IDS. شکل 6 واجد فرایند پیاده‌سازی قراردادهای هوشمند را به نمایش گذاشته است. جریان کاری مربوط به پیاده‌سازی قراردادهای هوشمند در شکل ۶ نمایش داده شده است. در وهله نخست، MetaMask  ایجاد می شود که کارکرد آن  تحت عنوان کیف پول رمزنگاری و افزونه مرورگر برای تعامل با برنامه‌های مبتنی بر اتریوم است. اولین مرحله، ایجاد MetaMask است که به‌عنوان یک کیف پول رمزنگاری و افزونه مرورگر برای تعامل با برنامه‌های مبتنی بر اتریوم استفاده می‌شود. بدین ترتیب، کاربران می توانند حسابهای اتریوم خود را مدیریت و اموال دیجیتال را ذخیره و همچنین به امضای مستقیم و ایمن تراکنش‌های خود به واسطه مرورگر وب بپردازند. این ابزار به کاربران امکان می‌دهد تا حساب‌های اتریوم خود را مدیریت کنند، دارایی‌های دیجیتال را ذخیره نمایند و تراکنش‌های خود را به‌صورت مستقیم و ایمن از طریق مرورگر وب امضا کنند. در گام دوم، قرارداد هوشمند با زبان سالیدیتی در محیط توسعه Remix IDE ایجاد می‌شود. در مرحله دوم، توسعه قرارداد هوشمند با استفاده از زبان Solidity در محیط توسعه Remix IDE انجام می‌شود. مسؤولیت مدیریت عملیات ذخیره سازی با این قرارداد است و مشتمل بر MetaMask  است تا تراکنش‌های ETH صورت پذیرد. این قرارداد مسئول مدیریت عملیات ذخیره‌سازی بوده و MetaMask را برای انجام تراکنش‌های ETH در برمی‌گیرد. تعیین یک قرارداد تعریف شده و متغیر جهت ذخیره داده ها در این مرحله انجام می گردد. در این مرحله، قرارداد تعریف شده و متغیری برای ذخیره داده‌ها تعیین می‌شود. ذخیره‌سازی و بازیابی داده‌ها، به دنبال آن توسط دو تابع get و set  به اجرا در می‌آیند.در ادامه، دو تابع get و set برای ذخیره‌سازی و بازیابی داده‌ها پیاده‌سازی می‌شوند. بعد از اتمام توسعه قرارداد هوشمند، فرآیند کامپایل در محیط Remix IDE انجام می‌شود. پس از اتمام توسعه، قرارداد هوشمند در محیط Remix IDE کامپایل می‌شود. قبل از پایان فرایند، ارائه دهنده Injected  قرارداد را در محیط MetaMask  مستقر می‌سازد. پیش از مرحله نهایی، قرارداد در محیط MetaMask و با استفاده از ارائه‌دهنده Injected مستقر می‌شود. پس از اتمام فرایند استقرار قرارداد، نتیجه تراکنش شامل موارد زیر است: پس از استقرار، نتیجه تراکنش شامل آدرس حساب کاربری، تابع هش برای رمزگشایی داده‌ها و هزینه گس پرداخت‌شده برای استقرار قرارداد دریافت می‌شودانجام این فرایند. و در آخر، تغییرات مورد نظر پیاده سازی شده، الگوی تأخیری افزوده و اجرا گردیده و اطلاعات هش‌شده از طریق تابع set وصول می‌گردند. در نهایت، تغییرات اعمال می‌شوند، مدل تأخیری اضافه و اجرا شده و داده‌های هش‌شده از طریق تابع set دریافت می‌شوند. در ادامه، بدون اینکه تغییری در متغیرها انجام شود، الگو ریکاوری می‌گردد.
سپس، با استفاده از تابع get، مدل بدون تغییر متغیرها بازیابی می‌شود.
4.1. ادغام بلاکچین در سیستم  IDS
شکل ۷ نحوه ادغام بلاکچین در سیستم IDS را در قالب یک جریان کاری نشان می‌دهد. فرآیند ادغام بلاکچین در سیستم IDS در جریان کاری ارائه‌شده در شکل ۷ نشان داده شده است. نخست، در قرارداد هوشمند نسخه سالیدیتی مشخص، متغیر‌ها و نوع آنها تعریف شده و سپس یک تابع برای ذخیره و بازیابی مدل‌های IDS در بلاکچین ایجاد می‌گردد. در قرارداد هوشمند، ابتدا نسخه زبان Solidity را اعلام کرده، متغیرها و انواع آن‌ها را تعریف می‌کنیم و سپس تابعی را برای ارسال و بازیابی مدل‌های IDS در بلاکچین پیاده‌سازی می‌نماییم. بعد از اینکه مقدار اتریوم لازم را تهیه کردیم، از MetaMask برای استقرار قرارداد استفاده کرده و در ادامه، ABI و آدرس قرارداد ضرورت خواهد داشت.
پس از تأمین اتریوم، قرارداد را با استفاده از MetaMask مستقر می‌کنیم. در مراحل بعدی، به ABI قرارداد و آدرس آن نیاز خواهیم داشت.
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شکل 6. یادگیری فدرال با شبکه بلاک‌چین.
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شکل ۷. روند کار قرارداد هوشمند
ما از سرویس اینفورا برای اتصال به نود اتریوم استفاده کردیم. برای برقراری ارتباط با یک نود اتریوم، از Infura به‌عنوان ارائه‌دهنده استفاده کردیم. برای اتصال سریع و پایدار به یک نود اتریوم از راه دور می‌توان از خدمات اینفورا استفاده کرد و نقطه پایانی را مشخص کرد. Infura امکان اتصال سریع و پایدار به یک نود راه دور اتریوم را از طریق تعیین نقطه پایانی فراهم می‌کند. پس از اتمام مراحل، برای دسترسی به قابلیت‌های قرارداد، قرارداد هوشمند از طریق آدرس و اسکریپت ABI اجرا می‌گردد. در مرحله نهایی، قرارداد هوشمند را با استفاده از آدرس قرارداد و اسکریپت ABI فراخوانی کرده و از آن برای دسترسی به قابلیت‌های قرارداد استفاده می‌کنیم. برای تعامل با قرارداد، تابع mem.functions.set(message)  فراخوانی شده و تراکنش با استفاده از روش  buildTransaction ساخته می‌شود. برای تعامل با قرارداد، تابع mem.functions.set(message) را اجرا کرده و از روش buildTransaction جهت ایجاد تراکنش بهره می‌بریم. تأیید پرداخت برای نهایی کردن تراکنش، مستقیماً از طریق کلید خصوصی در حساب MetaMask انجام می‌شود، همان‌طور که در شکل ۸ قابل مشاهده است.
در نهایت، پرداخت تراکنش را مستقیماً از طریق کلید خصوصی در حساب MetaMask خود تأیید می‌کنیم (شکل ۸).
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شکل 8. بلاک‌چین در سیستم تشخیص نفوذ  (IDS).
با استفاده از ویژگی‌های تغییرناپذیری و شفافیت بلاکچین، ادغام این فناوری در مدل فدرال‌شده پیشنهادی ما، امنیت را افزایش می‌دهد. ادغام بلاکچین در مدل فدرال‌شده پیشنهادی ما باعث افزایش امنیت از طریق بهره‌گیری از ویژگی‌های تغییرناپذیری و شفافیت این فناوری می‌شود. این رویکرد ضمن کاهش مشکلات امنیتی یادگیری فدرال، یکپارچگی داده‌ها را حفظ کرده و مکانیزم اجماع توزیع‌شده‌ای را ارائه می‌دهد. این روش چالش‌های مربوط به امنیت یادگیری فدرال را کاهش داده، یکپارچگی داده‌ها را تضمین می‌کند و یک مکانیزم اجماع توزیع‌شده را ارائه می‌دهد. بلاکچین با ارائه ویژگی‌های امنیتی خود، امکان کاهش نفوذهای مخرب، افزایش اعتماد در تبادل اطلاعات و ایجاد چارچوبی قدرتمند برای حفاظت از حریم خصوصی را فراهم می‌سازد. با استفاده از بلاکچین، می‌توان نفوذهای مخرب را کاهش داده، اعتماد در به‌اشتراک‌گذاری داده‌ها را افزایش داد و چارچوبی قوی برای حفظ حریم خصوصی ایجاد کرد. پتانسیل بالای این رویکرد، منجر به بهبود امنیت و حریم خصوصی در محیط‌های یادگیری مشارکتی شده و به پیشرفت حوزه یادگیری فدرال کمک می‌کند. 
این رویکرد پتانسیل بالایی برای بهبود امنیت و حریم خصوصی در محیط‌های یادگیری مشارکتی دارد و به پیشرفت حوزه یادگیری فدرال کمک می‌کند.
2.4. نتایج و بحث
در این قسمت، نتایج آزمایش‌های انجام‌شده برای مقایسه عملکرد مدل فدرال‌شده با مدل استاندارد SGD مورد بحث قرار می‌گیرد. به‌علاوه، روش پیشنهادی ما با سایر روش‌های قبلی مورد مقایسه قرار خواهد گرفت.در این بخش، نتایج تجربی به‌دست‌آمده از مقایسه مدل فدرال‌شده و مدل استاندارد SGD بررسی می‌شود. همچنین، رویکرد پیشنهادی خود را با سایر روش‌های پیشین مقایسه می‌کنیم.
1.۲.4. معیارهای دسته‌بندی
عملکرد مدل‌های دسته‌بندی در حین آموزش، با استفاده از معیارهای دقیق قابل ارزیابی است. ارزیابی عملکرد دسته‌بندی مدل‌ها در طول فرآیند آموزش، نیازمند معیارهای دقیق است. در این بررسی، عملکرد شناسایی نفوذ با استفاده از مجموعه داده VeReMi و معیارهای دقت، یادآوری و صحت مورد ارزیابی قرار گرفته است. در این مطالعه، از معیارهای دقت (Accuracy)، یادآوری (Recall) و صحت (Precision) برای ارزیابی شناسایی نفوذ، با استفاده از مجموعه داده VeReMi استفاده شده است. مجموعه داده مذکور، شامل سناریوهای متنوعی از قبیل بزرگراه‌ها، مناطق شهری و خیابان‌ها است و برای ثبت محیط پویا و متغیر شبکه‌های خودرویی، ایده‌آل است. این مجموعه داده سناریوهای متنوعی ازجمله بزرگراه‌ها، مناطق شهری و خیابان‌ها را پوشش می‌دهد و برای ثبت محیط پویای VANET مناسب است. برای دسته‌بندی رفتارهای ناهنجار در پنج نوع حمله مختلف، در این پژوهش از مجموعه داده VeReMi به همراه روش‌های یادگیری فدرال و SGD استفاده شد. در این پژوهش، مجموعه داده VeReMi همراه با روش‌های یادگیری فدرال و SGD برای طبقه‌بندی رفتارهای ناهنجار در پنج نوع حمله مختلف به کار گرفته شد. به دلیل ماهیت پویای شبکه‌های خودرویی، ارزیابی دقیق عملکرد عملیاتی آن‌ها اجتناب‌ناپذیر است.محیط‌های VANET ماهیتی پویا دارند و ارزیابی دقیق عملکرد عملیاتی آن‌ها ضروری است. این مجموعه داده، با فراهم کردن شرایط مختلف ترافیکی، تراکم‌های گوناگون وسایل نقلیه و الگوهای متنوع جاده‌ای، امکان ارزیابی مدل‌ها را در پژوهش ما میسر می‌سازد. در نظر گرفتن این مجموعه داده در پژوهش ما، ارزیابی مدل‌ها را در شرایط مختلف ترافیکی، تراکم‌های متنوع وسایل نقلیه و الگوهای جاده‌ای متفاوت امکان‌پذیر می‌سازد. این مسئله باعث فراهم شدن تحلیل جامع‌تری از عملکرد مدل در شرایط متغیر شبکه‌های خودرویی شده و عواملی نظیر تغییرات سریع توپولوژی، ارتباط‌های متناوب و الگوهای ترافیکی را لحاظ می‌کند.این امر، تحلیل جامع‌تری از عملکرد مدل در شرایط متغیر شبکه VANET فراهم می‌کند و عواملی همچون تغییرات سریع توپولوژی، اتصال متناوب و الگوهای ترافیکی را در نظر می‌گیرد.
جدول ۷ عملکرد دسته‌بندی مدل فدرال‌شده را با استفاده از پنج مدل مختلف نمایش می‌دهد، در حالی که جدول ۸ عملکرد دسته‌بندی مدل استاندارد SGD را ارائه می‌کند.
جدول ۷ معیارهای دسته‌بندی مدل فدرال‌شده را با استفاده از پنج مدل نشان می‌دهد و جدول ۸ معیارهای دسته‌بندی مدل استاندارد SGD را ارائه می‌کند.
جدول 7 معیارهای طبقه‌بندی مدل فدرال.
	
	Accuracy
	Recall
	Precision

	MLP
	80%
	80%
	74%

	LSTM
	81%
	81%
	75%

	GRU
	81%
	81%
	75%

	MANN
	81%
	81%
	75%

	CW-RNN
	82%
	82%
	77%



جدول 8 معیارهای طبقه‌بندی مدل SGD
	
	Accuracy
	Recall
	Precision

	MLP
	82%
	82%
	77%

	LSTM
	82%
	82%
	77%

	GRU
	81%
	81%
	76%

	MANN
	82%
	82%
	77%

	CW-RNN
	72%
	72%
	72%




شکل‌های ۹ و ۱۰ به ما اجازه می‌دهند تا عملکرد مدل‌های آموزش‌دیده با روش‌های FL و SGD را با هم مقایسه کنیم. بر اساس شکل‌های ۹ و ۱۰، می‌توان مقایسه‌ای بین عملکرد مدل‌های آموزش‌دیده با روش‌های FL و SGD انجام داد. طبق نتایج آزمایش‌ها، دقت میزان درستی کل پیش‌بینی‌ها را نشان می‌دهد، در حالی که یادآوری، توانایی مدل در تشخیص درست نمونه‌های مربوط به کلاس حمله را ارزیابی می‌کند. نتایج تجربی نشان داد که دقت (Accuracy) میزان صحت کلی پیش‌بینی‌ها را اندازه‌گیری می‌کند، درحالی‌که یادآوری (Recall) توانایی مدل را در شناسایی صحیح نمونه‌های متعلق به کلاس حمله ارزیابی می‌نماید. مدل‌های MLP، LSTM، GRU  و MANN  در میان مدل‌های بررسی‌شده، عملکردی مشابه از خود نشان دادند و دقت و یادآوری آن‌ها در محدوده ۸۰ تا ۸۲ درصد بود، بدون توجه به اینکه آموزش با FL یا SGD صورت گرفته باشد. در میان مدل‌های بررسی‌شده، مدل‌های MLP، LSTM، GRU و MANN عملکردی مشابه داشتند و دقت و یادآوری آن‌ها در محدوده ۸۰٪ تا ۸۲٪ قرار گرفت، بدون درنظرگرفتن اینکه آموزش با FL یا SGD انجام شده باشد. این یافته‌ها نشان می‌دهد که مدل‌های مورد نظر توانسته‌اند الگوهای اصلی داده‌ها را یاد بگیرند و پیش‌بینی‌های دقیق ارائه دهند. این نتایج نشان می‌دهد که این مدل‌ها توانسته‌اند الگوهای اساسی داده‌ها را یاد بگیرند و پیش‌بینی‌های دقیقی ارائه دهند. اما، مدل CW-RNN  عملکرد متفاوتی را بین روش‌های FL و SGD نشان داد که قابل توجه بود. بااین‌حال، مدل CW-RNN تفاوت عملکرد قابل‌توجهی بین روش‌های FL و SGD نشان داد. در صورت آموزش این مدل با روش FL، دقت و یادآوری آن به ۸۲ درصد می‌رسد (شکل ۱۱)، که قابل مقایسه با عملکرد سایر مدل‌ها است. زمانی که این مدل با FL آموزش داده شد، دقت و یادآوری آن به ۸۲٪ رسید (شکل ۱۱)، که با سایر مدل‌ها قابل‌مقایسه است. نکته قابل توجه این است که در روش SGD، دقت این مدل به ۷۲ درصد کاهش یافت. اما در روش SGD، دقت آن به ۷۲٪ کاهش یافت. این امر نشان دهنده حساسیت بیشتر مدل CW-RNN به روش آموزش و استفاده بیشتر آن از ماهیت مشارکتی روش FL  است. این نشان می‌دهد که مدل CW-RNN به روش آموزش حساس‌تر بوده و از ماهیت مشارکتی FL بهره بیشتری برده است. در مجموع، این نتایج مشخص می‌کند که عملکرد مدل‌های متنوع، بسته به روش آموزش می‌تواند متفاوت باشد. به‌طور کلی، این نتایج نشان می‌دهند که مدل‌های مختلف بسته به روش آموزشی ممکن است عملکرد متفاوتی داشته باشند. نتایج نشان داد که مدل CW-RNN هنگام استفاده از یادگیری فدرال، دقت و یادآوری بیشتری دارد. این موضوع پتانسیل یادگیری فدرال را به‌عنوان یک رویکرد مؤثر برای آموزش مدل‌های پیچیده در شناسایی نفوذ در شبکه‌های خودرویی نشان می‌دهد. مدل CW-RNN به‌ویژه هنگام استفاده از یادگیری فدرال دقت و یادآوری بالاتری نشان داد، که این امر پتانسیل FL را به‌عنوان یک رویکرد مؤثر برای آموزش مدل‌های پیچیده در شناسایی نفوذ در VANET برجسته می‌کند. مدل CW-RNN در محیط یادگیری فدرال، در معیار صحت، با دقت ۷۷ درصد بهترین عملکرد را در مقایسه با مدل‌های MLP، LSTM، GRU  و MANN به نمایش گذاشت. در مورد صحت (Precision)، مدل CW-RNN بهترین عملکرد را در محیط یادگیری فدرال با دقت ۷۷٪ داشت، که از مدل‌های MLP، LSTM، GRU و MANN بالاتر بود. این موضوع ثابت می‌کند که مدل CW-RNN  در تشخیص صحیح نمونه‌های مثبت، عملکرد مطلوب‌تری داشته است. این امر نشان می‌دهد که CW-RNN در پیش‌بینی صحیح نمونه‌های مثبت موفق‌تر عمل کرده است. هنگامی که آموزش با روش SGD انجام شد، دقت این مدل به ۵۲ درصد کاهش یافت، که نشان‌دهنده عملکرد ضعیف‌تر در این روش است. اما هنگام آموزش با روش SGD، دقت آن به ۵۲٪ کاهش یافت، که نشان‌دهنده افت عملکرد در این روش بود. این موضوع، بر نیاز به بررسی‌های عمیق‌تر برای درک دلیل افت عملکرد و بهینه‌سازی مدل در روش SGD تأکید می‌کند.
این مسئله نیاز به تحقیقات بیشتر برای درک علت این کاهش عملکرد و بهینه‌سازی مدل در روش SGD را برجسته می‌کند.
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شکل ۹. معیارهای طبقه‌بندی FL و SGD.
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شکل ۱۰. Accuracy مدل FL در مقایسه با SGD.
بر اساس نتایج تجربی، روش یادگیری فدرال در تمامی معیارهای اندازه‌گیری‌شده، عملکردی برتر نسبت به مدل استاندارد SGD داشته است. در نتیجه، نتایج تجربی نشان می‌دهند که روش یادگیری فدرال در تمامی معیارهای آزمایش‌شده نسبت به مدل استاندارد SGD عملکرد بهتری دارد. بالاترین امتیازات توسط مدل CW-RNN کسب شد که نشان‌دهنده برتری روش FL در فراهم‌سازی آموزش غیرمتمرکز بر روی داده‌های محلی است. مدل CW-RNN بالاترین امتیازات را کسب کرد و برتری روش FL را که امکان آموزش غیرمتمرکز روی داده‌های محلی را فراهم می‌کند، به نمایش گذاشت. با این وجود، برای تصمیم‌گیری نهایی، لازم است عواملی نظیر مقیاس‌پذیری، نیازهای محاسباتی و محدودیت‌های احتمالی FL مورد بررسی قرار گیرد. 
بااین‌حال، پیش از اتخاذ تصمیمات نهایی، بررسی جنبه‌هایی مانند مقیاس‌پذیری، نیازهای محاسباتی و محدودیت‌های بالقوه FL ضروری است.
تحلیل میزان دقت و یادآوری برای هر نوع حمله، با استفاده از دو روش آموزشی، در جدول ۹ ارائه شده است. در جدول ۹، مقدار دقت (Precision) و یادآوری (Recall) برای هر نوع حمله، با دو روش آموزشی تحلیل شده است. بر اساس نتایج به‌دست‌آمده، مدل آموزش‌دیده با روش فدرال، در هر دو معیار، عملکردی بهتر از مدل آموزش‌دیده با روش SGD داشته است. نتایج نشان می‌دهد که مدل آموزش‌دیده با روش فدرال در هر دو معیار نسبت به مدل آموزش‌دیده با روش SGD عملکرد بهتری داشته است. این مسئله نشان می‌دهد که روش فدرال در شناسایی دقیق حملات و کاهش خطاهای مثبت و منفی کاذب، عملکرد بهتری دارد.
این امر بیانگر توانایی بالاتر روش فدرال در شناسایی دقیق حملات و کاهش میزان خطاهای مثبت و منفی کاذب است.
جدول ۹ شاخص‌های طبقه‌بندی مدل فدرال
	[bookmark: _Hlk193380907]Precision
	Attack1
	Attack2
	Attack3
	Attack4
	Attack5

	مدل آموزش دیده فدرال
	94%
	68%
	70%
	87%
	92%

	بازخوانی مدل آموزش دیده SGD
	83%
	62%
	24%
	53%
	78%

	مدل آموزش دیده فدرال
	88%
	57%
	61%
	63%
	80%

	مدل آموزش دیده SGD
	83%
	48%
	48%
	56%
	73%



هنگامی که شدت حملات از Attack1 تا Attack16 افزایش یافت، هر دو مدل با مشکلاتی مواجه شدند، اما مدل آموزش‌دیده با روش فدرال عملکردی پایدارتر و به طور کلی بهتر در تمام انواع حملات داشت. با افزایش شدت حملات از Attack1 تا Attack16، هر دو مدل با چالش‌هایی روبه‌رو شدند، اما مدل آموزش‌دیده با روش فدرال عملکردی پایدارتر و به‌طور کلی بهتر در تمام انواع حملات از خود نشان داد. به‌طور مشخص، مدل CW-RNN در معیار صحت برای حملات Attack1، Attack8  و Attack16 عملکرد برتری داشت، در مقابل مدل مبتنی بر SGD در برخی موارد مانند حملات Attack2 و Attack4 کمی بهتر عمل کرد. به‌ویژه، این مدل در معیار Precision برای Attack1، Attack8 و Attack16 عملکرد بهتری داشت، درحالی‌که مدل مبتنی بر SGD در برخی موارد مانند Attack2 و Attack4 کمی برتری نشان داد. از لحاظ استاندارد Recall، مدل فدرال در شناسایی حملات Attack1، Attack2، Attack4  و Attack16 موفق‌تر عمل کرد، در مقابل، مدل SGD در حمله Attack8 اندکی بهتر بود. از نظر معیار Recall، مدل فدرال در شناسایی حملات Attack1، Attack2، Attack4 و Attack16 موفق‌تر بود، درحالی‌که مدل SGD در Attack8 اندکی بهتر عمل کرد. به‌طور خلاصه، مدل فدرال به‌عنوان یک گزینه مطمئن‌تر و کارآمدتر شناخته می‌شود که در بیشتر موقعیت‌ها دقت و یادآوری بیشتری نسبت به مدل SGD دارد. به‌طور کلی، مدل فدرال به‌عنوان گزینه‌ای مطمئن‌تر و کارآمدتر شناخته شد که در بیشتر سناریوها Precision و Recall بالاتری نسبت به مدل SGD ارائه می‌دهد. برای بررسی دقیق‌تر، نتایج این مطالعه با پژوهش‌های اخیر در زمینه تشخیص نفوذ، با تمرکز بر معیار صحت، مقایسه شده است که جزئیات آن در جدول ۱۰ و شکل ۱۱ نشان داده شده است.
نتایج این مطالعه همچنین با پژوهش‌های اخیر در حوزه تشخیص نفوذ از نظر معیار Precision مقایسه شده است که جزئیات آن در جدول ۱۰ و شکل ۱۱ ارائه شده‌اند.
جدول ۱۰ رویکرد ما در مقابل کارهای اخیر.
	رویکرد ما
	تحقیق اخیر ]42[ [

	Attack1
	94%
	94%

	Attack2
	68%
	65%

	Attack4
	70%
	46%

	Attack8
	87%
	86%

	Attack16
	92%
	92%



[image: ]
شکل ۱۱. مقایسه رویکرد ما با روش‌های اخیر از نظر accuracy
این مقایسه نشان داد که روش پیشنهادی ما در اکثر حالات حمله، عملکردی قابل رقابت داشته و در برخی موارد حتی بهتر از روش‌های پیشین عمل کرده است. این مقایسه نشان می‌دهد که روش پیشنهادی ما در بیشتر سناریوهای حمله عملکردی رقابتی داشته و حتی در برخی موارد از روش‌های قبلی بهتر عمل کرده است. این رویکرد در مواجهه با حملات Attack2 و Attack4 عملکرد بهتری ارائه کرد که نشان‌دهنده توانایی بیشتر آن در مقابله با برخی تهدیدهای امنیتی است. به‌ویژه، این رویکرد در مقابله با حملات Attack2 و Attack4 عملکرد بهتری نشان داده که حاکی از اثربخشی بیشتر آن در برابر برخی تهدیدهای امنیتی است. همچنین، جدول ۱۱ دقت مدل پیشنهادی ما را در مقایسه با روش‌های اخیر تشخیص نفوذ نشان می‌دهد و شکل ۱۱ این مقایسه را در مجموعه داده VeReMi نشان می‌دهد. 
علاوه بر این، جدول ۱۱ دقت مدل پیشنهادی ما را در مقایسه با روش‌های اخیر تشخیص نفوذ نشان می‌دهد و شکل ۱۱ این مقایسه را در مجموعه داده VeReMi به تصویر می‌کشد.
جدول ۱۱ مقایسه با روش‌های اخیر
	[bookmark: _Hlk193382031]مدل
	Accuracy

	ML-MDS ][43[ ]
	80%

	پنجره پارزن ][44[ ]
	77%

	درخت تصمیم‌گیری][45[]
	73%

	SVM ][45[]
	63%

	رویکرد ما
	82%



2.۲.4. یکپارچه‌سازی بلاکچین با مدل فدرال یادگیری
به منظور بررسی عملکرد صحیح قرارداد هوشمند، ابتدا اتصال آن را ارزیابی و سپس داده‌های هش‌شده را بازیابی نمودیم. برای اطمینان از عملکرد صحیح قرارداد هوشمند، ابتدا اتصال آن را بررسی کرده و داده‌های هش‌شده را خواندیم. شکل ۱۲ این فرآیند را نشان می‌دهد، که در آن مقدار هش مدل با استفاده از یک تابع چاپ، قابل مشاهده است. این فرآیند در شکل ۱۲ نمایش داده شده است، جایی که مقدار هش مدل از طریق یک تابع چاپ نمایش داده شده است. Infura  امکان بررسی بلاک‌ها و تراکنش‌های مربوط به مدل‌های IDS و بلاکچین را فراهم کرد. با استفاده از Infura، امکان بررسی بلاک‌ها و تراکنش‌های مربوط به مدل‌های IDS و بلاکچین فراهم شد. تنها با استفاده از تابع بازیابی که در قرارداد هوشمند تعبیه شده، می‌توان این داده‌ها را رمزگشایی کرد.
این داده‌ها تنها از طریق تابع بازیابی که در داخل قرارداد هوشمند پیاده‌سازی شده، قابل رمزگشایی هستند.
[image: ]
شکل ۱۲. نتیجه عملکرد قرارداد.
به منظور بررسی صحت عملکرد برنامه، از تابع بازیابی 'get' استفاده کردیم که شکل ۱۲، نحوه استفاده و خروجی آن را نشان می‌دهد. برای تأیید عملکرد برنامه، از تابع بازیابی ‘get’ استفاده کردیم که نحو و خروجی آن در شکل ۱۲ نشان داده شده است. با استفاده از این تابع، مدل‌هایی که پیش‌تر به بلاکچین منتقل شده‌اند، قابل بازیابی هستند.  این تابع مدل‌هایی را که قبلاً به بلاکچین ارسال شده‌اند، بازیابی می‌کند. علاوه بر این، برای بررسی اثر ادغام رمزنگاری همومورفیک با یادگیری فدرال، آزمایش‌هایی انجام شد. همچنین، تأثیر یکپارچه‌سازی رمزنگاری همومورفیک (HE) با فدرال یادگیری (FL) از طریق تحلیل آزمایشی مورد بررسی قرار گرفت. جدول ۱۲، نتایج ادغام را نشان می‌دهد و دقت مدل‌های مختلف را ارائه می‌کند.
نتایج این یکپارچه‌سازی در جدول ۱۲ ارائه شده است که دقت مدل‌های مختلف را نمایش می‌دهد.

جدول ۱۲ دقت مدل فدرال رمزگذاری‌شده.
	[bookmark: _Hlk193382592]مدل‌ها
	Accuracy_Enc_Fed
	Accuracy_Fed

	MLP
	69%
	80%

	LSTM
	70%
	81%

	GRU
	72.94%
	81%

	MANN
	72.31%
	81%

	CW-RNN
	72.31%
	82%


تحلیل مقایسه‌ای بین رویکردهای فدرال و فدرال با رمزنگاری نشان داد که در اغلب موارد، دقت مدل‌های آموزش‌دیده با رمزنگاری همومورفیک با مدل‌های بدون رمزنگاری برابری می‌کرد یا اندکی کمتر از آن‌ها بود. مقایسه میان رویکردهای فدرال و فدرال همراه با رمزنگاری نشان داد که در بیشتر موارد، دقت مدل‌های آموزش‌دیده با رمزنگاری همومورفیک مشابه یا کمی کمتر از مدل‌های بدون رمزنگاری بود. شکل 13 نشان می‌دهد که این تفاوت ناچیز است و نشان می‌دهد که رمزنگاری اثر منفی قابل توجهی بر عملکرد مدل نداشته است. 
بااین‌حال، این تفاوت اندک بوده و نشان می‌دهد که رمزنگاری تأثیر منفی قابل‌توجهی بر عملکرد مدل نداشته است (شکل ۱۳).
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شکل ۱۳. دقت مدل فدرال رمزگذاری‌شده در مقابل دقت مدل فدرال
هنگام استفاده از یادگیری فدرال، رمزنگاری برای حفاظت از امنیت داده‌ها امری حیاتی است، به‌ویژه زمانی که اطلاعات بین دستگاه‌ها یا سرورهای متعدد پخش شده باشند. استفاده از رمزنگاری هنگام به‌کارگیری فدرال یادگیری برای حفظ امنیت داده‌ها ضروری است، به‌ویژه زمانی که اطلاعات در بین دستگاه‌ها یا سرورهای مختلف توزیع شده باشند. با وجود کاهش جزئی در دقت مدل، مزایای حفظ حریم خصوصی و امنیت داده‌ها این کاهش را توجیه می‌کند.
اگرچه ممکن است دقت مدل کمی کاهش یابد، اما مزایای حفظ حریم خصوصی و محافظت از داده‌ها به این کاهش جزئی برتری دارد.


3.۲.4. بحث در مورد نتایج
روش NNFLB-NET، که ترکیبی از یادگیری فدرال و بلاکچین است و برای تشخیص نفوذ در شبکه‌های خودرویی طراحی شده، نتایج مثبتی را به همراه داشته است. روش NNFLB-NET که برای تشخیص نفوذ در VANETها توسعه یافته و ترکیبی از فدرال یادگیری (FL) و بلاکچین (BC) است، نتایج امیدوارکننده‌ای را نشان داده است. اشتراک‌گذاری داده‌ها از طریق یادگیری فدرال باعث بهبود دقت مدل‌های تشخیص نفوذ شد و مدل CW-RNN با استفاده از این روش، دقت چشمگیر ۸۲ درصد را ثبت کرد که عملکردی بهتر از مدل مبتنی بر SGD داشت. مشارکت داده‌ها از طریق فدرال یادگیری، دقت مدل‌های تشخیص نفوذ را بهبود داده، به‌طوری‌که مدل CW-RNN با روش فدرال یادگیری به دقت قابل‌توجه ۸۲٪ دست یافت که از مدل مبتنی بر SGD عملکرد بهتری داشت. همچنین، با ادغام بلاکچین، امنیت و اعتبار فرآیند یادگیری فدرال افزایش یافته و یک لایه حفاظتی اضافه در برابر حملات ایجاد شده است.از سوی دیگر، یکپارچه‌سازی بلاکچین، امنیت و اعتبار فرآیند فدرال یادگیری را افزایش داده و لایه‌ای اضافی برای محافظت در برابر حملات ایجاد کرده است.
با وجود مزایای هر راه‌حل پیشنهادی، نقاط ضعفی نیز در آن وجود دارد. هر راه‌حل پیشنهادی علاوه بر مزایای خود، نقاط ضعفی نیز دارد. ما با ترکیب یادگیری فدرال و بلاک چین، و همچنین یادگیری فدرال همراه با رمزنگاری همومورفیک (HE)، موفق به پیاده سازی یک رویکرد هوشمند برای شناسایی نفوذ در شبکه های خودرویی شدیم. ما توانسته‌ایم رویکردی هوشمند برای شناسایی نفوذ در VANETها را با ترکیب یادگیری فدرال و بلاکچین، همچنین یادگیری فدرال همراه با رمزنگاری همومورفیک (HE) پیاده‌سازی کنیم. با این وجود، معتقدیم که راه‌حل کنونی ما هنوز در ابتدای راه است. بااین‌حال، راه‌حل کنونی خود را همچنان در سطحی ابتدایی می‌دانیم. بهبود این روش با اضافه کردن مدل‌های بیشتر و بررسی امکان ادغام محاسبات ابری در فناوری‌های یکپارچه امکان‌پذیر است. پتانسیل بهبود این روش از طریق افزودن مدل‌های بیشتر و بررسی امکان پیاده‌سازی محاسبات ابری در فناوری‌های یکپارچه وجود دارد. با انجام این کار، علاوه بر اصلاح و بهبود راه‌حل ما، کارایی و امنیت آن در تشخیص نفوذ در شبکه‌های خودرویی تضمین می‌شود. انجام این کار، نه‌تنها به اصلاح و بهینه‌سازی راه‌حل ما کمک می‌کند، بلکه اثربخشی و استحکام آن را در شناسایی نفوذ در VANETها تضمین خواهد کرد. برای ایمن‌سازی شبکه‌های خودرویی، بلاکچین و رمزنگاری همومورفیک با هدف مشترک حفاظت از داده‌ها و حریم خصوصی، هم‌افزایی می‌کنند. در مسیر تقویت امنیت VANETها، هر دو فناوری بلاکچین و رمزنگاری همومورفیک هدف مشترکی را در افزایش حفاظت از داده‌ها و حریم خصوصی دنبال می‌کنند. برای ادامه تحقیقات، تصمیم داریم تفاوت‌های میان این دو استراتژی امنیتی را در محیط شبکه‌های خودروها بررسی و مقایسه کنیم، با تأکید خاص بر استفاده از یادگیری فدرال. در ادامه تحقیقاتمان، قصد داریم تفاوت‌های این دو رویکرد امنیتی را در چارچوب VANET بررسی و مقایسه کنیم، با تمرکز ویژه بر استفاده از یادگیری فدرال. قصد داریم با بررسی ویژگی‌های متفاوت بلاکچین و رمزنگاری همومورفیک در این زمینه، مشخص کنیم که کدام روش می‌تواند بهترین و کارآمدترین راهکار امنیتی را برای شبکه‌های خودرویی ارائه دهد. هدف ما این است که با مطالعه ویژگی‌های متمایز بلاکچین و رمزنگاری همومورفیک در این چارچوب، تعیین کنیم کدام روش می‌تواند مؤثرترین و کارآمدترین راهکار امنیتی را برای VANETها ارائه دهد. این تحلیل، بر روی عواملی همچون حریم خصوصی داده‌ها، قابلیت مقیاس‌پذیری و عملکرد تمرکز دارد. در این تحلیل، عواملی مانند حریم خصوصی داده‌ها، مقیاس‌پذیری و عملکرد مورد بررسی قرار خواهند گرفت. پژوهش‌های آتی ما به ادغام پروتکل‌های ارتباطی و امنیتی پیچیده‌تر اختصاص خواهد یافت. علاوه بر این، کارهای آینده ما بر یکپارچه‌سازی پروتکل‌های ارتباطی و امنیتی بیشتر متمرکز خواهد بود. هدف ما این است که با افزودن پروتکل‌هایی از قبیل DSRC یا C-V2X، بررسی کنیم که چگونه رویکرد ترکیبی ما، که بر پایه یادگیری فدرال و بلاکچین استوار است، می‌تواند با محیط‌های واقعی شبکه موردی وسایل نقلیه به‌طور یکپارچه همخوانی پیدا کند. قصد داریم با افزودن پروتکل‌هایی مانند DSRC یا C-V2X، بررسی کنیم که چگونه رویکرد ترکیبی ما، مبتنی بر یادگیری فدرال و بلاکچین، می‌تواند با محیط‌های واقعی VANET به‌طور یکپارچه سازگار شود. ما قصد داریم با اطمینان از یکپارچگی بی‌نقص و کارآمد این روش، ارتباطات و تعاملات را در شبکه‌های خودرویی بهینه کنیم.
هدف ما این است که یکپارچگی روان و مؤثر این رویکرد را تضمین کنیم تا ارتباطات و تعاملات در شبکه‌های VANET به شکلی بهینه برقرار شوند.
۵. نتیجه‌گیری
در این مطالعه، ما به بررسی ترکیب یادگیری فدرال (FL) و فناوری بلاکچین به منظور شناسایی نفوذ در شبکه‌های خودرویی پرداختیم و برای ارزیابی مدل‌ها از مجموعه داده VeReMi استفاده کردیم. در این تحقیق، ترکیب فدرال یادگیری (FL) و فناوری بلاکچین برای تشخیص نفوذ در شبکه‌های VANET مورد بررسی قرار گرفت و از مجموعه داده VeReMi برای ارزیابی مدل‌ها استفاده شد. ساختارهای مختلف شبکه عصبی  مشتمل بر MLP، LSTM، GRU، MANN  و CW-RNN، با استفاده از الگوریتم یادگیری فدرال پیاده‌سازی شده و نتایج با الگوریتم استاندارد SGD مقایسه شدند.ما مدل‌های مختلف شبکه عصبی، از جمله MLP، LSTM، GRU، MANN و CW-RNN را با روش فدرال یادگیری پیاده‌سازی کرده و آن‌ها را با روش استاندارد SGD مقایسه کردیم.
نتایج حاصله نشان داد که یادگیری فدرال، در مقایسه با روش SGD، عملکرد بهتری در تشخیص نفوذ از خود نشان می‌دهد. نتایج نشان داد که فدرال یادگیری به‌طور قابل‌توجهی عملکرد بهتری نسبت به روش SGD در تشخیص نفوذ دارد. روش فدرال یادگیری با استفاده از یادگیری مشارکتی باعث افزایش دقت و کارایی مدل‌ها شده و نشان داده که در محیط‌های شبکه خودرویی قابلیت بسیار بالایی دارد. رویکرد یادگیری مشارکتی از طریق فدرال یادگیری، دقت و کارایی مدل‌ها را بهبود بخشیده و توانایی آن را در محیط‌های VANET به اثبات رسانده است. به طور خلاصه، نتایج این تحقیق، قدرت یادگیری فدرال را در افزایش امنیت و حفظ حریم خصوصی در شبکه‌های خودرویی نشان می‌دهد.
در مجموع، یافته‌های این پژوهش تأکیدی بر قابلیت‌های فدرال یادگیری به‌عنوان یک تکنیک قدرتمند برای افزایش امنیت و حریم خصوصی در شبکه‌های VANET هستند.
همچنین، مدل یادگیری فدرال (FL) ما با موفقیت با فناوری بلاک چین ترکیب شد و از قراردادهای هوشمند برای افزایش امنیت و یکپارچگی داده ها بهره برد. علاوه بر این، مدل فدرال یادگیری (FL) ما با موفقیت با فناوری بلاکچین یکپارچه شد و از قراردادهای هوشمند برای بهبود امنیت و یکپارچگی داده‌ها استفاده کرد. این ادغام، به طور موثر چالش‌های امنیتی مربوط به یادگیری فدرال را رفع کرده و علاوه بر تضمین یکپارچگی داده ها، از حریم خصوصی نیز محافظت می‌کند. نتایج به دست آمده حاکی از آن است که ترکیب یادگیری فدرال با بلاکچین، فرآیند تشخیص نفوذ را به طور چشمگیری بهبود بخشیده و لایه‌ای اضافی از امنیت و اطمینان را به اکوسیستم شبکه خودرویی اضافه می‌کند. 
این یکپارچه‌سازی، چالش‌های امنیتی مرتبط با FL را به‌طور مؤثری برطرف کرده و علاوه بر تضمین یکپارچگی داده‌ها، از حریم خصوصی نیز محافظت می‌کند. نتایج به‌دست‌آمده نشان داد که ترکیب FL با بلاکچین باعث بهبود بیشتر فرآیند تشخیص نفوذ شده و لایه‌ای اضافی از امنیت و اعتماد را به اکوسیستم VANET اضافه می‌کند.
این تحقیق، فواید استفاده از ترکیب یادگیری فدرال و بلاکچین را در تشخیص نفوذ در شبکه های خودرویی بررسی و برتری یادگیری فدرال را نسبت به روش سنتی SGD ثابت می‌کند. این مطالعه، مزایای استفاده از ترکیب FL و بلاکچین را برای تشخیص نفوذ در VANETها تجزیه‌وتحلیل کرده و برتری FL را نسبت به روش سنتی SGD تأیید می‌کند. ادغام بلاکچین به طور موثر به حل چالش‌های امنیتی موجود کمک کرده است. همچنین، چالش‌های امنیتی موجود از طریق یکپارچه‌سازی بلاکچین به‌طور مؤثری حل شده است. این مطالعه، تلاش‌هایی را در جهت افزایش امنیت شبکه‌های خودرویی انجام داده و اهمیت استفاده از یک روش یکپارچه را در این زمینه نمایان ساخته است. این تحقیق، گامی در جهت بهبود امنیت شبکه‌های VANET برداشته و اهمیت رویکردی یکپارچه را در این زمینه نشان داده است. نتایج این تحقیق، در ادامه مسیر تحقیقات، فرصت‌های نوینی را برای ارتقای امنیت سیستم‌های حمل‌ونقل هوشمند فراهم می‌سازد و به افزایش ایمنی و حفاظت از حریم خصوصی در شبکه‌های خودرویی کمک می‌کند. در ادامه مسیر، یافته‌های این پژوهش فرصت‌های جدیدی را برای بهبود امنیت سیستم‌های حمل‌ونقل هوشمند فراهم کرده و به افزایش ایمنی و حفظ حریم خصوصی در شبکه‌های VANET کمک می‌کند. ترکیب یادگیری فدرال و بلاکچین، یک ساختار قوی ایجاد می‌کند که به چالش‌های در حال تغییر تشخیص نفوذ در شبکه‌های خودرویی پاسخ می‌دهد و زمینه را برای ایجاد یک اکوسیستم ارتباطی امن‌تر و مقاوم‌تر بین خودروها فراهم می‌کند. 
ادغام FL با بلاکچین، چارچوبی قوی ارائه می‌دهد که به چالش‌های در حال تحول تشخیص نفوذ در VANETها پاسخ داده و زمینه را برای ایجاد یک اکوسیستم ارتباطی امن‌تر و مقاوم‌تر بین خودروها فراهم می‌کند.
داده‌های تجربی این تحقیق، نشان دهنده کارایی روش پیشنهادی بود. نتایج تجربی این تحقیق، اثربخشی روش پیشنهادی را تأیید کرده است. اگرچه، هنوز مشکلاتی وجود دارد که برای بهبود تشخیص نفوذ در شبکه‌های خودرویی و تضمین حداکثری امنیت و حریم خصوصی، باید بیشتر مورد بررسی قرار گیرند.بااین‌حال، همچنان چالش‌هایی وجود دارد که برای بهبود تشخیص نفوذ در VANETها و تضمین حداکثری امنیت و حریم خصوصی نیازمند بررسی‌های بیشتری هستند. ما در حال بررسی ادغام محاسبات ابری در این روش هستیم، هرچند که این بخش هنوز در فاز اولیه توسعه قرار دارد. ما در مسیر توسعه این روش، استفاده از محاسبات ابری را نیز در نظر گرفته‌ایم، هرچند که این بخش هنوز در حال توسعه است. این مقاله، یک رویکرد هوشمند برای شناسایی نفوذ در شبکه‌های خودرویی را با استفاده از مجموعه داده VeReMi ارائه می‌دهد که ترکیبی از فناوری‌های یادگیری فدرال و بلاکچین را شامل می‌شود. در این تحقیق، رویکردی هوشمند برای شناسایی نفوذ در VANETها با استفاده از مجموعه‌داده VeReMi ارائه شده که ترکیبی از فناوری‌های فدرال یادگیری و بلاکچین است. در تحقیقات آتی، ما قصد داریم با به‌کارگیری تکنیک‌های رایانش ابری، این روش را بهبود بخشیم و در عین حال، تفاوت‌های میان بلاکچین و رمزنگاری همومورفیک را در محیط یادگیری فدرال و در زمینه شبکه‌های خودرویی مورد مطالعه و مقایسه قرار دهیم. در آینده، تمرکز ما بر بهبود این روش از طریق پیاده‌سازی تکنیک‌های محاسبات ابری خواهد بود تا ضمن افزایش کارایی، تفاوت‌های بین بلاکچین و رمزنگاری همومورفیک در بستر فدرال یادگیری را در زمینه VANETها بررسی و مقایسه کنیم. علاوه بر این، ما قصد داریم مشکلات مربوط به پیاده‌سازی این چارچوب را در سناریوهای عملی شبکه‌های سیار موقتی (شبکه موردی وسایل نقلیه) را به صورت دقیق مطالعه کنیم. همچنین، قصد داریم چالش‌های مرتبط با پیاده‌سازی این چارچوب را در سناریوهای واقعی شبکه‌های سیار موقتی (VANET) به‌طور دقیق بررسی کنیم. در این بررسی، مواردی همچون نیازمندی‌های سخت‌افزاری، سازگاری با سیستم‌های ارتباطی خودرو، چالش‌های اجرایی، امنیت و حریم خصوصی، و همچنین ارزیابی و اعتبار سنجی این روش مورد توجه قرار خواهند گرفت. این بررسی شامل ملاحظاتی مانند الزامات سخت‌افزاری، سازگاری با سیستم‌های ارتباطی خودرو، چالش‌های پیاده‌سازی، امنیت و حریم خصوصی، و همچنین ارزیابی و اعتبارسنجی این روش خواهد بود. با توجه به اهمیت این ملاحظات در دنیای واقعی، ما در تلاشیم تا راهکارهای عملی و قابل اجرا برای اطمینان از پیاده‌سازی موفق چارچوب پیشنهادی در شبکه‌های خودرویی ارائه دهیم. 
ما اهمیت این ملاحظات را در دنیای واقعی درک کرده و تلاش می‌کنیم راهکارهای عملی و قابل‌اجرا برای اطمینان از پیاده‌سازی موفق چارچوب پیشنهادی در VANETها ارائه دهیم.
در ادامه، بررسی روش پیشنهادی ما در مقابل دیگر سامانه‌های پیشرفته شناسایی نفوذ در شبکه‌های خودرویی، نه تنها مدل‌های مبتنی بر SGD، می‌تواند اطلاعات گرانبهایی را به این پژوهش اضافه کند. علاوه بر این، مقایسه روش پیشنهادی ما با سایر سیستم‌های پیشرفته تشخیص نفوذ در VANETها، فراتر از مدل‌های مبتنی بر SGD، می‌تواند بینش‌های ارزشمندی به این تحقیق بیفزاید. در تحقیقات آتی، هدف ما استفاده از تکنیک‌های مقایسه‌ای پیشرفته‌تر و لحاظ کردن سناریوهای واقعی شبکه‌های خودرویی در بررسی‌هایمان است. در ادامه، قصد داریم تکنیک‌های مقایسه‌ای بیشتری را به کار گرفته و سناریوهای واقعی VANET را در تحلیل خود بگنجانیم. ما به دنبال ادامه بررسی و بهبود این روش هستیم تا بتوانیم با پیچیدگی‌های تشخیص نفوذ در شبکه‌های خودرویی به شکل بهتری مقابله کنیم. هدف ما ادامه بررسی و بهبود این روش برای مقابله بهتر با پیچیدگی‌های تشخیص نفوذ در VANETها است. انتظار می‌رود با ادغام رایانش ابری، این راه حل در آینده پیشرفت بیشتری داشته و توانایی آن در تامین امنیت و حفاظت از حریم خصوصی شبکه‌های خودرویی افزایش یابد.
همچنین، با یکپارچه‌سازی محاسبات ابری، انتظار می‌رود که این راهکار در آینده بهبود بیشتری پیدا کرده و قابلیت آن در تأمین امنیت و حفظ حریم خصوصی شبکه‌های VANET افزایش یابد.
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