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ABSTRACT

Investigating the Relationship between Oil Exports, Non-Oil
Sector GDP and Foreign Direct Investment in OPEC member
Countries Using Extended Panel Time Series Models

By:
Mohammad Marivani

The main purpose of this thesis is to investigate the short-term and long-term
relationships between macroeconomic variables including oil exports, foreign
direct investment, non-oil GDP and productivity in OPEC member countries with
an emphasis on the presence of structural break and cross-sectional dependence.
Also, the sub-objectives of this study are to examine the short-term and long-term
relationships between all variables and different pairs of variables for OPEC
member states during the period 1980-2015 by using Extended Panel Time Series
that takes into account structural breaks and cross-section dependence when
analyzing the relationship between research model variables. The Long-run
estimations; Fixed Effects (EF), Mean Group (MG), Common Correlated Effects
Pooled (CCEP) and Common Correlated Effects Mean Group (CCEMG) are then
used to estimate a long run relationship and Vector Error Correction Model
(VECM) applied to investigate a short run dynamic relationship among the
research model variables. Dynamic panel causality test based on vector error
correction model (VECM) is utilized to realize a causal-effect relationship between
different pairs of variables. The results of this research indicate that the research
model variables are non-stationary in level and stationary at first difference. The
results of Cointegration tests and estimates the Long-run estimations show that
there exists a long-run equilibrium relationship between oil export, non-oil GDP,
foreign direct investment, and productivity, and for all estimators, the impact of
non-oil GDP on dependent variables is larger than others independent variables. In



addition, the results of Dynamic panel causality for all variables shows that; For
the short-run causality, (i) unidirectional causality run from non-oil GDP, oil
export and Productivity to foreign direct investment, (ii) bidirectional causality run
from Productivity to non-oil GDP. The significance of all error correction terms
(ECT) for short-run and long- run indicates that all four variables readjust towards
a common equilibrium relationship (except for LLPRO as a dependent variable in
short -run), so there are mutual causal relationships between LNGDP, LOER,
LFDI and LLPRO in long-run. The results of Panel Granger non- causality tests
for two by two variables in the long-run reveal that there is a bi-directional
causality between variables two by two for OPEC member countries. Due to
existing a long-run relationship between oil exports and non-oil sector GDP, we
can say that the OPEC member Countries still in a high need to pursue an
appropriate economic policy for utilizing the crude oil export revenues. This policy
ought to be emphasized on redirecting surplus revenues to be invested in non-oil
sectors for reducing the negative shocks that occur in oil sectors and its export
prices.

Keywords: oil export; non-oil GDP; foreign direct investment; productivity; panel
unit roots and cointegration; structural break; cross-section dependence; panel
error-correction model; Granger causality
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NOMENCLATURE

ADF= Augmented Dickey Fuller

AIC= Akaike Information Criterion

CD = Cross-Section Dependence

CCEP= Common Correlated Effects Pooled
CCEMG= Common Correlated Effects Mean Group
ECT = Vector Error Term

FE = Fixed Effects
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IPS= Im, Pesaran and Shin

LNGDP= Natural logarithm of Non-Qil Sector GDP
LOER= Natural logarithm of Oil Export Revenue
LFDI= Natural logarithm of Foreign Direct Investment
LPRO= Natural logarithm of Productivity

LLC= Levin, Lin and Chu

MG= Mean Group

NGDP= Non-Qil Sector GDP

OPEC-= the Organization of the Petroleum Exporting Countries
OER= Qil Export Revenue (as a proxy for Oil Export)
PRO= Productivity

PMG= Pooled Mean Group

SIC= Schwarz Information Criterion

VECM = Vector Error Correction Model



Chapter 1: Introduction and Overview

1.1 Introduction

The main purpose of this study is to examine the short-term and long-term
relationship between macroeconomic variables, including oil exports, Non-
Oil Sector GDP, Foreign Direct Investment, and Productivity Non-Oil Sector
GDP in OPEC member countries with emphasis on the Cross-Section
Dependence and Structural Breaks. Therefore, in this chapter at first, the
research problem and its importance clearly would be reviewed. Then the
main questions and purpose of the research are explained. The hypotheses of
study in line with the questions are expressed then the principles clearly
would be discussed. Also, the methodology and contribution of the study are
explained. At the end of a chapter, the research structure and summary of

this chapter are explained.

1.2 Statement of Problem

An increase in production and economic growth leads to more and better
opportunities for economic prosperity and enter to the new scope. Exports, as
one of the sources of national income, can lead to the GDP growth, and
foreign direct investment as the largest source of external finance in
developing countries with positive spillover effects provides economic growth
conditions. Achieving economic growth and development due to the direct

impact on social prosperity is one of the important macroeconomic objectives



of each country. Economic growth is increased production capacities over
time, and a factor in moving towards more production, and this increase in
production, will lead to economic growth and development. Many factors
have been emphasized to achieve the goal of economic growth and economic
development, and economic analysts emphasize the issue of export
development as a successful strategy for achieving high economic growth
rates. Export revenues are of great importance not only for developing
countries but also for developed countries. Developed countries mainly
export capital and final goods, while the main part of export of developing
countries consists of mining-industry goods especially natural resources’.
Among the OPEC countries are developing countries, the vast majority of
their export income comes from oil exports. Because of significant
fluctuations in oil prices, foreign exchange earnings from these exports face
major fluctuations, and instability in revenues from crude oil exports has
had a negative impact on the economy as a whole, which impeded the
implementation of economic growth and development programs Followed by
countries. For this reason, the development of non-oil sector can be
considered one of the most important economic goals. Following the adverse
economic consequences of fluctuations in foreign exchange earnings, as
well as the focus of trade in the growth and development process, developing
countries prioritize the inflow of foreign capital to address their economic
problems due to lack of capital. A number of economic experts also believe
that, because FDI is one of the most important ways of transferring
knowledge and technology of the day, expanding its scope can increase the

long-run economic growth Following?. Considering the importance and

" Hasanov and Samadova (2010)

2 (Zenuz and Kamali Dekordi, 2009: Pages 115-116)



impact of oil exports and foreign direct investment on GDP and the impact of
all three variables on economic growth, the relationship between these three
variables is examined. Therefore, the main issue of this study is to investigate
the relationship between oil exports, foreign direct investment and gross
domestic product in terms of structural break and cross-sectional
dependence. Regardless of these two issues, one can still see a meaningful

relationship between these three variables.

1.3 Importance of the Research

Gross domestic product and economic growth are important macroeconomic
variables. Improving GDP and economic growth are one of the main goals of
any economy, which is influenced by many factors, including investment and
exports. In an open economy, technology and knowledge can be transmitted
through exports and imports, which itself improves production and moves
towards productive, productive productivity, which in turn leads to economic
growth; In turn, it affects exports and imports. From the classical point of
view, capital is the main source of growth that comes from saving itself. In
the view of neoclassical, investment and, as a result, growth, are not due
solely to domestic capital, as some countries have faced a shortage of capital,

they, therefore, seek to attract foreign capital.

The effect of the direct foreign investment on improving and expanding
exports and interaction of the country’'s economy with the outside world is
obvious and undeniable. The most important role of direct foreign
investment is in transforming the economy of the host country from the
exporter of raw materials to the exporter of industrial and industrial goods,

and in some cases even exports high-tech goods. On the other hand, the



effect of the foreign direct investment on the host country is not limited to the
growth of exports and the restructuring of exports, but the transfer of global
knowledge and the entry of the host country to the global product network is
also one of the most important effects of foreign direct investment. In view of
the above, to determine and implement successful policies on foreign direct
investment and oil exports, and the impact of these two variables on GDP,
and the effect of all three of these variables on economic growth,
determining the type of relationship between these Variables appear to be

necessary.

1.4 Purpose of the Research

A review of the literature on the subject of research shows that in most of the
mentioned studies is rarely discussed on the effects of oil exports on non-oil
GDP, especially for OPEC member countries. Given that the majority of
OPEC countries have single-product economies based on oil and/ or gas
exports, so there are many potentials for attracting foreign investment in the
OPEC region. The main purpose of this study is to investigate the short-term
and long-term relationships between macroeconomic variables including oil
exports, foreign direct investment, non-oil GDP and productivity in OPEC
member countries with an emphasis on the presence of structural break and
cross-sectional dependence. Also, the sub-objectives of this study are to
examine the short-term and long-term relationships between two of these
variables for OPEC member states during the period 1980-2015 by using
Extended Panel Time Series that takes into account structural breaks and
cross-section dependence when analyzing the relationship between research

model variables.



The expected results of the research indicate that non-oil Gross Domestic
Product (GDP) and foreign direct investment (FDI) have a more coordinated
move that oil exports in the short and long-term and the long-term trend of
these variables is different from that of oil exports. In general, there is no

significant long-term relationship between oil exports and other variables.

1.5 Research Questions

Considering that economic growth is one of the most important objectives in
any economy and it is influenced by several factors, we intend to study this
study considering the cross-section dependence and structural break in the
research model and unit tests and cointegration tests in the form of time

series studies, we answer the following questions:

I. Is there a positive and significant effect of oil Export (OER) on the
non-oil gross domestic product (NGDP) in OPEC member countries?

ii. Is there a positive and significant effect of foreign direct investment
(FDI) on oil Export (OER) in OPEC member countries?

iii. Is there a positive and significant effect of oil Export (OER) on
productivity (PRO) in OPEC member countries?

iv. Is there a positive and significant effect on foreign direct investment
(FDI) on a non-oil gross domestic product (NGDP) in OPEC member
countries?

v. Is there a positive and significant effect of foreign direct investment
(FDI) on productivity (PRO) in OPEC member countries?



1.6 Research Hypotheses
The research hypotheses of this thesis can be stated as follows:

i. There is a positive and significant effect of oil Export (OER) on the
non-oil gross domestic product (NGDP) in OPEC member countries.

ii. There is a positive and significant effect of foreign direct investment
(FDI) on oil Export (OER) in OPEC member countries.

iii. There is a positive and significant effect of oil Export (OER) on
productivity (PRO) in OPEC member countries.

iv. There is a positive and significant effect on foreign direct investment
(FDI) on the non-oil gross domestic product (NGDP) in OPEC
member countries.

v. There is a positive and significant effect of foreign direct investment
(FDI) on productivity (PRO) in OPEC member countries.

1.7 The Principles of Hypotheses

GDP and its growth rate reflect a country's macroeconomic situation and a
country's economic performance. While it is rather intuitively clear that FDI
and exports may promote the growth of GDP, and that exports and FDI are
somehow related, when all three variables are combined, it is rather obscure
how they are related in the context of an economic model. The general
practice in the literature routinely takes the relations as given in an ad hoc
manner?, or expands a production function linearly to make connections.
However, here we show that the theoretical underpinning of the econometric

method can be very simple. It is the national income model.

3 A sophisticated ad hoc argument is that when testing the effects of “openness” on growth, both exports (and
trade) and FDI should be considered for the true sense of “openness.” Omitting one will commit the omission
of variable error, rendering the causality relations ambiguous. See Ahmad, Alam, and Butt (2004), Cuadros,
Orts, and Alguacil (2004).



For simplicity, we assume equilibrium in the money sector and the
government sector. Then the equilibrium condition of the Keynesian model

of aggregate demand and aggregate supply is

Y=CY)+ I(Y+D)+ F + X + M(Y+e) (1.1

where Y, C, I, F, X, M, r, and e are real GDP, real consumption, real
domestic investment, real FDI inflows, real exports, real imports, interest
rate, and an exchange rate of foreign currency in term of the domestic
currency, respectively. X-M (Y, e) is the current account surplus in domestic
currency of the domestic country.

There have been the relationship oil and GDP. As such, an earnest
investigation into the relationship between oil and GDP can be done through
world oil prices. According to many researchers and scholars, oil prices and
GDP are negatively related. This means that an increase in oil prices leads to
a reduction in the GDP or output growth. A conventional justification for the
negative relationship between GDP and oil prices is that high oil prices
increase the production costs. Alternatively, fluctuations in oil prices delay
investments by facilitating uncertainties or expensive resource/production
input allocations. This is because investors try to reallocate resources from
sectors that are highly affected to the sectors that are lowly adversely
affected. In this light, the aggregate output is adversely affected. However,
the opposite is true in Libya [30]. Being an oil-producing country, an
increase in oil prices means more oil earnings from exports, As such, the
country’s GDP increases.

Exports can play an important role in promoting economic growth through
supplying the state budget with earnings and foreign currency that can be

used for improving infrastructure and creating an attractive investment



climate. Moreover, Exports growth leads firms to increase their output and
reduce their cost of production, which increases the productivity of these
firms and achieve economies of scale. Besides, it plays an important role in
expanding the size of the local market and increasing the degree of
competition that leads the country to improve its production and use new
technology in its production process. According to [59], exports will
encourage technical knowledge transfer through suggestions and
experiences shared by foreign buyers. In addition, exports will enhance the
efficiency of the factors of production by increasing the level of international
competition [29] and Error! Reference source not found.. Exports will
increase the effect of economies of scale, industrialization, and import of
capital goods and intermediate goods Error! Reference source not found.and
[63]. Ultimately, exports will also increase foreign exchange earnings and
create more employment opportunities in the domestic market.

Since the early 1990s, FDI became the largest single source of external
finance for developing countries. This important source of private external
financing has grown at a phenomenal rate, and the world market for it has
become more competitive. Indeed, the rapid growth of FDI and its overall
magnitude had aroused many studies relating to the determinants, the
transmission channels and the effects of FDI on economic growth in
developed and developing countries. FDI influences growth by raising total
factor productivity and, more generally, the efficiency of resource use in the
recipient economy, also most empirical studies conclude that FDI
contributes to both factor productivity and income growth in host countries.
Host countries' ability to use FDI as a means to increase exports in the short
and medium term depends on the context. The clearest examples of FDI
boosting exports are found where inward investment helps host countries

that had been financially constrained make use either of their resource



endowment (e.g. foreign investment in mineral extraction) or their

geographical location (e.g. investment in some transition economies).

1.8 Methodological Framework

The fourth chapter is devoted to the research methodology. The empirical
research methodology is based on applied panel framework. Time series data
of the research model is applied for OPEC member countries. Research
model variables; non-oil sector GDP, oil export, foreign direct investment,
and productivity spanned from 1980 to 2015 for OPEC member countries.
The data for the variables are gathered from the World Bank Database,
OPEC, and The United Nations Conference on Trade and Development. All
data deflated by using local Consumer Price Index (CPI, 2010 constant) and
converted into logarithms to facilitate modeling process. After collecting
data, the research model would be designed and estimated. In this research,
the relationship between non-oil sector GDP, oil export, foreign direct
investment, and productivity spanned from 1980 to 2015 for OPEC member
countries is being modeled. The techniques that are used in this study to
analyze the relationship between our research model variables can be stated
as follows:

First, the test for cross-sectional independence proposed by Error! Reference
source not found. is briefly presented. Second, this study describes the panel
unit root test developed by [26]which allows for structural breaks and cross-
sectional dependence. Third, the panel cointegration test suggested by [115],
which also considers structural breaks and dependence across countries, is
introduced. Fourth, Sub-section 4.3.4 discusses Pesaran (2006)’s common

correlated effects (CCE) estimators that are used to estimate the long run



relationship between variables. Finally, the pooled mean group estimator for
non-stationary heterogeneous panels suggested by [96] is used to establish

dynamic panel causality.

1.9 Research Contribution

Given that in previous studies, the relationship between Non-Qil GDP, Qil
Exports Revenue (as a proxy for oil exports), Foreign Direct Investment and
Non-Oil GDP per worker (as a proxy for Productivity) in OPEC member
countries have not been made, this research contributes with existing
literature to enhance the knowledge about the relationship between research
model variables by using the application of panel econometric techniques
that consider both structural breaks and cross-sectional dependence to

provide more accurate and reliable results.

1.10 Organization of the Research

The dissertation is structured as follows:

Chapter 1 contains a general overview and introduction to research. In this
chapter, the Problem Statement, research questions and hypotheses of the
study, the importance of research, research objectives, and methodology
were presented.

The chapter 2 reviews literature and previous studies for the relationship
between Non-oil sectors GDP, oil export, foreign direct investment, and
productivity. This chapter reports the results of studies in this field.

In chapter 3 the current state of variables in the research for OPEC member

countries are reviewed.
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Theoretical framework and methodology of the research are subject the
fourth Chapter. In this chapter econometric method for studying short-run
and long-run relationship between research model variables are presented.
Also, data sources and variable structure are introduced in this Chapter.
Chapter 5 contains the model and empirical results analysis of Non-oil sector
GDP, oil export, foreign direct investment and productive relationship with
OPEC member countries.

Finally, key findings, conclusions, and policy recommendations have been

brought in chapter 6.

1.11 Summary and Conclusion

In this chapter, the first | have explained the state of the problem followed by
the importance of the research. Then I have stated the questions, purpose of
the research and the research questions and hypotheses. Next, I brought the
principles of the research hypotheses on economic theory and empirical
studies. Finally, after explaining the methodological framework, | have
discussed the research contribution and overall structure of the dissertation.
The next chapter will review relevant literature and the research theoretical

background.
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CHAPTER 2: Literature Review and Theoretical Foundation

2.1 Introduction

In the previous chapter importance, questions and necessity of this
dissertation are stated. In this chapter, at the first, research theoretical
foundation is stated. Then, a literature of the earlier investigations is studied.
According to the literature of the earlier studies, there are lots of researchers
that have examined the relationship between economic growth, Exports, and
FDI. Most of the studies differ in the use of econometric methodologies, time
periods, states and findings. As a result, there are different empirical
findings with respect to the direction of causalities between the variables.
There are some findings that bidirectional causality is true about them while
about some of them the neutrality hypothesis is true. For some findings,
unidirectional causality exists running from one variable to another with no

feedback and vice versa.

2.2 Relationship between Non-Oil GDP, Oil Export, Foreign Direct
Investment and Productivity

GDP and its growth rate reflect a country's macroeconomic situation and a
country's economic performance. While it is rather intuitively clear that FDI
and exports may promote the growth of GDP, and that exports and FDI are

somehow related, when all three variables are combined, it is rather obscure
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how they are related in the context of an economic model. The general
practice in the literature routinely takes the relations as given in an ad hoc
manner?, or expands a production function linearly to make connections.
However, here we show that the theoretical underpinning of the econometric

method can be very simple. It is the national income model.

For simplicity, we assume equilibrium in the money sector and the
government sector. Then the equilibrium condition of the Keynesian model

of aggregate demand and aggregate supply is

Y=CY)+I(Y+1r) + F+ X + MY +e) (2.1)

where Y, C, I, F, X, M, r, and e are real GDP, real consumption, real
domestic investment, real FDI inflows, real exports, real imports, interest
rate, and an exchange rate of foreign currency in term of the domestic
currency, respectively. X—-M (Y, e) is the current account surplus in domestic
currency of the domestic country.

There have been the relationship oil and GDP. As such, an earnest
investigation into the relationship between oil and GDP can be done through
world oil prices. According to many researchers and scholars, oil prices and
GDP are negatively related. This means that an increase in oil prices leads to
a reduction in the GDP or output growth. A conventional justification for the
negative relationship between GDP and oil prices is that high oil prices
increase the production costs. Alternatively, fluctuations in oil prices delay

investments by facilitating uncertainties or expensive resource/production

4 A sophisticated ad hoc argument is that when testing the effects of “openness” on growth, both exports (and
trade) and FDI should be considered for the true sense of “openness.” Omitting one will commit the omission
of variable error, rendering the causality relations ambiguous. See Ahmad, Alam, and Butt (2004), Cuadros,
Orts, and Alguacil (2004).
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input allocations. This is because investors try to reallocate resources from
sectors that are highly affected to the sectors that are lowly adversely
affected. In this light, the aggregate output is adversely affected. However,
the opposite is true in Libya Error! Reference source not found.. Being an
oil-producing country, an increase in oil prices means more oil earnings
from exports, As such, the country’s GDP increases.

Exports can play an important role in promoting economic growth through
supplying the state budget with earnings and foreign currency that can be
used for improving infrastructure and creating an attractive investment
climate. Moreover, Exports growth leads firms to increase their output and
reduce their cost of production, which increases the productivity of these
firms and achieve economies of scale. Besides, it plays an important role in
expanding the size of the local market and increasing the degree of
competition that leads the country to improve its production and use new
technology in its production process. According to [59], exports will
encourage technical knowledge transfer through suggestions and
experiences shared by foreign buyers. In addition, exports will enhance the
efficiency of the factors of production by increasing the level of international
competition [29]and [73]. Exports will increase the effect of economies of
scale, industrialization, and import of capital goods and intermediate goods
Error! Reference source not found.and [63]. Ultimately, exports will also
increase foreign exchange earnings and create more employment
opportunities in the domestic market.

Since the early 1990s, FDI became the largest single source of external
finance for developing countries. This important source of private external
financing has grown at a phenomenal rate, and the world market for it has
become more competitive. Indeed, the rapid growth of FDI and its overall

magnitude had aroused many studies relating to the determinants, the
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transmission channels and the effects of FDI on economic growth in
developed and developing countries. FDI influences growth by raising total
factor productivity and, more generally, the efficiency of resource use in the
recipient economy, also most empirical studies conclude that FDI
contributes to both factor productivity and income growth in host countries.
Host countries' ability to use FDI as a means to increase exports in the short
and medium term depends on the context. The clearest examples of FDI
boosting exports are found where inward investment helps host countries
that had been financially constrained make use either of their resource
endowment (e.g. foreign investment in mineral extraction) or their

geographical location (e.g. investment in some transition economies).

2.3 Review of Previous Studies in Iran and Foreign Countries

The role of the foreign trade and FDI have largely increased particularly in
countries that follow a policy to encourage export and attracting more FDI
for enhancing the level of economic growth Error! Reference source not
found.and Error! Reference source not found.. This policy leads to
increasing the gross domestic product GDP and improved terms of trade.
Therefore, many studies emerged in that respect, which emphasize on a
positive relation between foreign trade and economic growth Error!
Reference source not found., Error! Reference source not found.. As well as,
the capital movement across countries encouraged the continued flow of
foreign direct investment (FDI) as a key mechanism for achieving an
economic growth [36], [101]and Error! Reference source not found..
However, there is a consensus that the foreign trade and FDI have a positive

impact on the host economies particularly for physical investment [48]and
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Error! Reference source not found.. Therefore, the role of FDI has a link to
foreign trade and economic growth in host economies through the
exploitation of comparative advantage of these countries for increasing
levels of foreign trade in terms of two sides, import and export. In this study
our contribution will be differentiated from other studies via measuring the
influence of the said variables—FDI, oil export, Non-Oil GDP and
Productivity—on each other, as well as forecasting how much each variable
studied could affect other variables in the short-run and long-run. The main
purpose for that is to empirically extrapolate the conjunction amongst the
variables studied in order to specify the key variable that leads to economic
growth over the period of the study. In this dissertation, the investigated
studies are separated in five main subjects that first group focused on
relationship between oil and non-oil exports and economic growth. Second
group focused on relationship between exports and economic growth. The
third group focused on relationship between oil exports and the trade of oil-
producing countries. The fourth group focused on relationship between FDI
and economic growth. The last group of investigations focused on the

relationship between GDP and exports, GDP and FDI, or exports and FDI.

2.3.1 Oil and Non-Qil Exports and Economic Growth

Many studies have examined the effect of oil and non-oil exports on
economic growth of different countries. The findings from these studies tend
to vary from one country to another. Some of these studies are: Aljarrah
(2008)[16], Olurankinse and Bayo (2012)Error! Reference source not
found., Ude and Agodi (2014)Error! Reference source not found.[112] ,
Ifeacho et al. (2014)[69], Adenugba (2013)[7], Merza (2007)Error!
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Reference source not found.[83], Hosseini and Tang (2014)[65], Mehrabadi
et al. (2012)Error! Reference source not found.[81] , Esfahani et al.
(2013)Error! Reference source not found.[54] and Esfahani et al.
(2014)[55].

Aljarrah (2008) [16]examined the impact of oil and non-oil exports on
economic development in Saudi Arabia using Ordinary Least Square on time
series data sourced from Saudi Arabia database. The result revealed that
non-oil export has a positive effect on economic development in Saudi
Arabia. Hence, the study recommended that government should increase

non-oil exports in order to achieve economic development in Saudi Arabia.

Olurankinse and Bayo (2012) [88] examined the impact of non-oil export on
economic growth in Nigeria using Ordinary Least Square on time series data
sourced from CBN Statistical Bulletin. Based on the result, it was revealed
that non-oil export has a significant positive relationship with the economic
growth of Nigeria, which indicates that the rise in the non-oil export leads to

a significant improvement in the Nigerian level of economic growth.

Ude and Agodi (2014) Error! Reference source not found.[112] examined
the impact of non-oil export on economic growth in Nigeria using Ordinary
Least Square on time series data sourced from CBN Statistical Bulletin.
Based on the result, it was revealed that non-oil export has a significant
positive relationship with the economic growth of Nigeria, which indicates
that the rise in the non-oil export leads to a significant improvement in the

Nigerian level of economic growth.

Ifeacho et al. (2014) Error! Reference source not found.[69] examined the
impact of non-oil export on economic growth in Nigeria using Ordinary

Least Square on time series data sourced from CBN Statistical Bulletin.
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Based on the result, it was revealed that non-oil export has a significant
positive relationship with the economic growth of Nigeria, which indicates
that the rise in the non-oil export leads to a significant improvement in the

Nigerian level of economic growth.

Adenugba (2013) Error! Reference source not found.[7] examined the
impact of non-oil exports on economic growth in Nigeria using Ordinary
Least Square on time series data sourced from CBN Statistical Bulletin. The
result revealed that non-oil exports have a positive effect on the economic

growth of Nigeria, but it has performed below expectations.

Akeem (2011) [12] examined the relationship between non-oil exports and
economic growth in Nigeria using Ordinary Least Square on time series data
sourced from CBN Statistical Bulletin. The result revealed that the
relationship between non-oil exports and economic growth in Nigeria is

positive and insignificant.

Abogan (2014) Error! Reference source not found.[6] examined the
relationship between non-oil exports and economic growth in Nigeria using
Ordinary Least Square on time series data sourced from CBN Statistical
Bulletin. The result revealed that the relationship between non-oil exports

and economic growth in Nigeria is positive and insignificant.

Merza (2007) [83] examine the casual relationship between non-oil exports
and economic growth in Kuwait using Granger causality test on time series
data sourced from Kuwait database. The result of his findings revealed that
there is a bidirectional causality relationship between oil exports and
economic growth, and there is a unidirectional causality relationship

running from non-oil exports to economic growth in Kuwait.
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Hosseini and Tang (2014) Error! Reference source not found.[65] examined
the casual relationship between oil and non-oil exports to economic growth
in Iran using Granger causality test on time series data sourced from Iran
database. The result of their findings revealed that there is a unidirectional
causality relationship moving from oil and non-oil exports to economic

growth, but oil export has a negative effect on the economic growth of Iran.

Mehrabadi et al. (2012) Error! Reference source not found.[81] examined
the impact of oil and non-oil exports on economic growth in lran using
Ordinary Least Square on time series data sourced from Iran database. The
result revealed that both oil and non-oil exports have positive effect on the

economic growth of Iran.

Esfahani et al. (2013) [54]examined the effect of oil revenues on the Iranian
economy using Ordinary Least Square on time series data sourced from Iran
database. The result revealed that both oil revenues have positive effect on

the lIranian economy.

Esfahani et al. (2014) Error! Reference source not found.[55]surveyed a
long-run output relation for a major oil exporting economy where the oil
income to output ratio remains sufficiently high over a prolonged period.
The long-run theory is tested using quarterly data on nine major oil
economies. Overall, the test results supported the long-run theory, with the
existence of long-run relations between real output, foreign output and real

oil income established for six of the nine economies considered.

The review above of previous studies shows that the empirical finding on the
impact of oil and non-oil exports on economic growth is not uniform while
some studies find significant impact of the oil and non-oil exports on

economic growth, other studies agreed on insignificant and weak impact of
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the oil and non-oil exports on economic growth. Also, there is a controversy
on the nature of the relationship between non-oil sectors on economic
growth. While some of the studies agree on a positive relationship subsisting
between non-oil sector and economic growth, other studies put forward a
negative relationship. The reason for these discrepancies may be linked to

the methodologies employed in these previous studies.

2.3.2 Exports and Economic Growth

Some other researchers focused on the relationship between the exports and
economic growth. Some of these studies concluded that there is a positive
relationship between exports and economic growth. These investigations
have assayed to analyze the causal nexus between related variables as noted
in fallowing researchers like Tyler, W. (1981)[111], Balassa, B. (1985)Error!
Reference source not found.[29] , Sengupta et al. (1994)[106], Al-yousif,
Y.K. (1997)[18], Husein, J. (2009)Error! Reference source not found.[66] ,
Hamuda et al. (2010)[61], Temiz et al. (2010)[110], Safdari et al.
(2011)Error! Reference source not found.[103] ,Sharazi and Manap
(2004)[108], Abbas, S. (2012)[5], Xu, Z (2000)Error! Reference source not
found.[118] , Bouoiyour, J. (2003)[34], Bahmani-Oskooee et al. (2005)[2],
Mehrara, M. (2014)[82].

Tyler, W. (1981) [111]analyzed the empirical relationship between economic
growth and export expansion in developing countries as observed through an
inter-country cross-section. Employing data from 55 middle income
developing countries for the period 1960-1977, bivariate tests revealed

significant positive associations between growth and various other economic
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variables including the growth of manufacturing output, investment, total
exports, and manufacturing exports. A production function model was also
specified and estimated with the cross-sectional data. The results indicated
that export performance was important, along with capital formation, in
explaining the inter-country variance in GDP growth rates during the 1960—
1977 period.

Balassa, B. (1985) [29] In a study of 43 developing countries in the 1973-78
period of external shocks, the author has shown that inter-country
differences in the rate of economic growth are affected by differences in
investment rates and by the rate of growth of the labor force, by the initial
trade policy stance and by the adjustment policies applied, as well as by the
level of economic development and the product composition of exports. The
results showed that the policies adopted have importantly influenced the rate
of economic growth in developing countries. In particular, an outward-
oriented policy stance at the beginning of the period and reliance on export
promotion in response to these shocks, appear to have favorably affected
growth performance. The results further indicated the possibilities for low-
income countries to accelerate their economic growth through the
application of modern technology in an appropriate policy framework as well

as the advantages of relying on manufactured exports.

Sengupta et al. (1994) [106] discussed the sources of rapid growth in Asian
newly industrializing countries (NICs) in recent times by applying some
econometric tests of new growth theory. The Korean economy is considered
as an example of the successful NICs in Asia, where three types of empirical
tests are applied based on the modern theory of cointegration, the dominical

role of demand and the existence of significant scale economies due to
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human capital. The empirical growth profile of Korea in recent times seems

to indicate the broad tenets of the new growth theory.

Al-yousif, Y.K. (1997) [18]investigated the relationship between exports and
economic growth in four of the Arab Gulf countries, namely, Saudi Arabia,
Kuwait, UAE, and Oman for the period 1973-93. The estimates presented
indicated a positive and significant relationship between the two variables.
Also, the statistical adequacy of the models used is supported by the
following diagnostic tests. The Bruesch-Godfrey statistic suggested the
absence of serial correlation. The Farely-Hinich test failed to reject the null
hypothesis that the models are structurally stable. And both the White and

Hausman specification tests showed that the models are correctly specified.

Husein, J. (2009) Error! Reference source not found.examined the ELG
hypothesis for eight the Middle East and North Africa (MENA) countries in
a multivariate framework by including terms of trade as a third variable.
They utilized Johansen and Juselius cointegration procedure and error
correction modeling to test the ELG hypothesis. The empirical evidence
supported the existence of a “stable” long-run equilibrium relationship
among real output, real exports, terms of trade, and found strong support for

the ELG hypothesis in all but one of the MENA countries analyzed

Hamada et al. (2010) [61]investigated the relationships between export and
economic growth in Libya. An econometric model has been developed and
estimated in order to determine the direction of causality in both, short and
long run. The annual time series used for the estimation cover the time
period 1980 — 2007. The findings indicated that the income, exports, and
relative prices are cointegrated. The long-run bidirectional causality between

the exports and income growth has been also proved. The study result
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indicated that the export promotion policy contributes to the economic

growth in Libya.

Temiz et al. (2010) [110]surveyed the relationship of real export with
economic growth (represented by real GDP) by using annual time series data
for the Turkish economy over the period 1950-2006. The study applied a
number of econometric techniques: ADF unit root test, Johansen
cointegration test, vector error correction model (VECM), and Granger
causality test. The results of this dissertation show that all the variables are
stationary in the first difference. Moreover, the Johansen cointegration test
confirmed the existence of the long run relationship among the two
variables. The Granger test showed one-way causality from economic growth
to real net exports. The causality results were consistent with the results
reported by the Vector Error Correction Model (VECM). There is a long run
and also short-run causality relationship between the real export and the
economic growth. The direction of this causality is from economic growth

(real GDP) to real export.

Safdari et al. (2011) Error! Reference source not found. explored causal
relationship between export and economic growth for 13 developing
countries, for the period of 1988-2008, using panel VECM. This study results
depicted unidirectional reverse causality running from economic growth to

exports.

Sharazi and Manap (2004) [108] determined the impact of export on
economic growth of Pakistan, using multivariate Granger causality for the
period of 1960 to 2003. Their results confirmed the validity of export-led

growth hypothesis for the economy of Pakistan.
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Abbas, S. (2012) Error! Reference source not found. investigated the
relationship between export, import and economic growth using annual time
series data for the Moroccan economy over the period 1980-2013. The
cointegration technique had been employed to see the long run equilibrium
relationship among variables. For this end, Granger causality test based on
vector error correction model (VECM) had been adopted to see both short
and long-run causality among the variables. The cointegration results
confirmed the existence of the long-run relationship among these variables.
For the short-run causality, the findings suggested (i) bi-directional causality
between economic growth and import, (ii) unidirectional causality that run
from export to import, and (iii) no-directional causality between economic

growth and export.

Xu, Z. (2000) [118]analyzed the effects of the growth of nonfuel primary
exports on the growth of industrial exports and GDP in 74 economies
between 1965 and 1992. There was clear evidence of positive effects, both in
the short term and in the long term, of the growth of primary exports on the
growth of industrial exports and GDP in more than two-thirds of the
economies. Therefore, governments in developing countries should not
discriminate against the export of primary products, as some earlier studies

suggest. Instead, they should adhere to policies that aim at export promotion.

Bouoiyour, J. (2003) [34] utilized cointegration and Granger-causality tests
to examine the relationship between trade and economic growth in Morocco
over the period 1960-2000 using the VEC model. The result indicated that
both exports and imports enter with positive signs in the cointegration
equation. The results showed that imports and exports Granger caused GDP
and imports Granger caused exports. These results could be interpreted as a

causality from the foreign sector to the domestic growth of Morocco.

24



Bahmani-Oskooee et al. (2005) [1] re-examined the ELGH for Nigeria. They
utilized time series data for the period 1963 to 2013. Applying the framework
of cointegration and causality, the following findings were made. First is that
manufacturing export has a strong positive long-run impact on growth, in
contrast, the primary product component generates negative impacts on
growth. Similarly, the Granger causality test result also supported the ELGH
for the case of manufacturing product. On the overall, the estimation result
confirmed to the prediction of the ELGH while at the same time points out
the differentiated impacts of these two components of exports on growth. In
view of this result, they recommended that economic policy reforms
particularly should be aimed at designing mechanisms to replace primary
product export dependence with manufacturing export promotion through

intensified economic diversification.

Mehrara, M. (2014) [82] investigated the causal relationship between non-oil
international trade and the GDP in a panel of 11 selected oil exporting
countries by using panel unit root tests and panel cointegration analysis. A
three-variable model is formulated with oil revenues as the third variable.
The results showed a strong causality from oil revenues and economic
growth to trade in the oil exporting countries. Yet, the non-oil trade does not
have any significant effects on GDP in short- and long-run. It means that it
is the oil and GDP that drives the trade in mentioned countries, not vice
versa. According to the results, decision makings should be employed to
achieve sustainable growth through higher productivity and substantially be

enlarging the economic base diversification in the future.

The review above of previous studies indicates that the empirical finding on

exports and economic growth is same.
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2.3.3 Oil Exports and Trade of Oil-Producing Countries

Some studies on the nexus between the oil exports and the trade of oil-
producing countries concerned simultaneously in a modeling framework.
Some of these studies are Salvatore (1983) [104], Tamascke (1990) and
Metwally (1993b)[84].

Salvatore (1983) [104] on his part discovered the positive link between trade
and growth. He was not as pessimistic his conclusion as some of the views
that considered the trade to be a retarding force in terms of development. But
his views, on the other hand, are not as optimistic as the views of those who

considered trade as an engine of growth.

Tamascke (1990) conducted a study that tested the link between exports and
income of Queensland and Alberta for the period lasting from 1961 to 83
with

results concluding that a strong relationship existed between exports and
income.

The study also discovered that growth in services a very delicate issue when it

comes to export growth. Both cases had no evidence of feedback effects.

Metwally (1993b) [84] conducted a study of ten Asian countries where he
looked into their trade interdependent and economic development from 1974
to 88. The result of his study indicated that to some extent, these countries
under study had some degree of interdependence with each other and with

the rest of the world in terms of economics.

The review above of previous studies reveals that the empirical finding on

the impact of oil exports on the trade is same.
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2.3.4 FDI and Economic Growth

Some other researchers focused on the relationship between FDI and
economic growth. In the economic literature, there is a large body of studies
on the impact of foreign direct investment (FDI) on economic growth. This
literature explores various aspects of the spillover effects of FDI such as (i)
technology transfer (ii) introduction of new processes (iii) productivity gains
and (iv) opening of new market opportunities. FDI is usually viewed as a
channel through which technology is able to spread from developed to
developing countries. According to Chen (1992) [42], the positive
developmental role of FDI, in general, is well documented. He argues that
FDI produces a positive effect on growth in host countries. Moreover,
Blomstrém and Kokko (1997) [32] reveal that economic theory provides two
approaches to studying the effects of FDI on host countries. One is rooted in
the standard theory of international trade and dates back to MacDougall
(1960) [78]. This is a partial equilibrium comparative-static approach
intended to examine how marginal increments in investment from abroad
are distributed. The main prediction of this model is that inflows of foreign
capital -whether in the form of FDI or portfolio capital- will raise the
marginal product of labor and reduce the marginal product of capital in the
host country. The other approach departs from the theory of industrial
organization and was pioneered by Hymer (1960) [68]°. This approach
suggests that to be able to invest in production in foreign markets, a firm
must possess some asset (for example, product and process technology or

management and marketing skills) that can be used profitably in the foreign

5 Other important contributions have made by Buckley and Casson (1976), Caves (1971), Dunning (1973),
Kindleberger (1969), and Vernon (1966).
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affiliate. Firms investing abroad, therefore, represent a distinctive kind of
enterprise. Some of these studies are Blomstrom M et al. (1997)Error!
Reference source not found., Chen, E. K.Y. (1992)[42], Dess, S. (1998)[51],
Aitken B. J et al. (1999)[11], Bosworth and al. (1999), Chakraborty C et al.
(2002)[40], Alfaro L. (2003)[13], Furthermore, Kohpaiboon (2003)[72].

Blomstrom and Kokko (1997) [32] suggest that foreign direct investment may
promote economic development by helping to improve productivity growth

and exports.

Dess (1998) [51] examined the Foreign Direct Investment in China. He
found that the FDI affects Chinese growth through the diffusion of ideas.
Indeed, FDI presents a significant positive effect on Chinese long-term

growth through its influence on technical change.

Aitken B. J et al. (1999) [11]investigated that Do Domestic Firms Benefit
from Direct Foreign Investment? Using panel data on Venezuelan plants,
the authors found that foreign equity participation is positively correlated
with plant productivity (the 'own-plant’ effect), but this relationship is only
robust for small enterprises. They then tested for spillovers from joint
ventures to plants with no foreign investment. Foreign investment negatively
affects the productivity of domestically owned plants. The net impact of
foreign investment, taking into account these two offsetting effects, is quite
small. The gains from foreign investment appear to be entirely captured by

joint ventures.

Bosworth and al. (1999) used panel regression techniques to evaluate the
impact of capital inflows on investment on a group of 58 developing

countries for the period 1978-95. They found that FDI flows have a positive
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(and almost one for one) impact on investment, whereas portfolio flows have

no discernible effect.

Chakraborty C. et al. (2002) [40], examined the foreign direct investment
and growth in India. That the two-way link between foreign direct
investment and growth for India is explored using a structural cointegration
model with vector error correction mechanism. The existence of two
cointegrating vectors between GDP, FDI, the unit labor cost and the share of
import duty in tax revenue is found, which captures the long run relationship
between FDI and GDP. A parsimonious vector error correction model
(VECM) is then estimated to find the short run dynamics of FDI and growth.
Our VECM model reveals three important features: (a) GDP in India is not
Granger caused by FDI; the causality runs more from GDP to FDI; (b) trade
liberalization policy of the Indian government had some positive short-run
impact on the FDI flow; and (c) FDI tends to lower the unit labor cost

suggesting that FDI in India is labor displacing.

Alfaro (2003) [13]has made a sectorial panel LOS analysis, using cross-
country data over the period 1981-1999. Alfaro affirmed that, although it
may seem natural to argue that FDI can convey great advantages to host
countries, the benefits of FDI vary greatly across sectors by examining the
effect of the foreign direct investment on growth in the primary,
manufacturing, and services sectors. The main results indicated that FDI in
the primary sector tend to have a negative effect on growth, while investment
in manufacturing a positive one, and the effect of the investment on growth

in the service sector is ambiguous.)

Furthermore, Kohpaiboon (2003) [72] studied Thailand’s case (over the
period 1970-1999) to examine the causal link between FDI and economic

growth. By introducing an exports variable in the growth-FDI equation, he
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found that the growth impact of FDI tends to be greater under an exports
promotion trade regime compared to an import-substitution regime. These
results have been affirmed by Balamurali and Bogahawatte (2004) [28]in a

study elaborated for the case of Sri Lanka.

The review above shows that the empirical finding on the link between FDI
and economic growth is not uniform, while some studies find a significant
impact of the FDI on economic growth, other studies agreed on the

insignificant and weak impact of FDI on economic growth.

2.3.5 GDP and Exports, GDP and FDI, or Exports and FDI

Some other researchers focused on the relationship between GDP and
exports, GDP and FDI, or exports and FDI. A few published works deal with
the causality relations among these three variables. There are several papers
on an individual country study examining Granger causality of these three
variables. Some of these studies are Liu, et al. (2002)[77], Kohpaiboon
(2003)[72], Alici and Ucal (2003)[15], Dritsaki, et al (2004)[53], Ahmad, et al
(2004)[8], Nair-Reichert and Weinhold (2000)[87], Makki and Somwaru
(2004)[80], Cuadros, et al. (2004)[47] and Cho (2005)[45].

Liu, et al. (2002) [77]found bidirectional causality® between each pair of real
GDP, real exports, and real FDI for China using seasonally adjusted
quarterly data from 1981:1 to 1997:4.

¢ In their paper China’s quarterly inward FDI and exports were deflated by the GDP deflator (1990=1),
monthly GDP was approximated by monthly gross industrial output, and quarterly EXs are taken from IMF.
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Kohpaiboon (2003) [72] found that, under exports promotion (EP) regime,
there is a unidirectional causality from FDI to GDP for Thailand using
annual data” from 1970 t01999.

Alici and Ucal (2003) [15] found only unidirectional causality from exports
to output® for Turkey using seasonally unadjusted quarterly data from 1987.1
to 2002.4.

Dritsaki, et al (2004) [53] found a bidirectional causality between real GDP
and real exports, unidirectional causalities from’ FDI to real exports, and
FDI to real GDP, for Greece using annual IMF data from 1960 to 2002.

Ahmad, et al (2004) [8] found unidirectional causalities from exports to
GDP and FDI to GDP for Pakistan using undeflated annual data from 1972
to 2001.

Nair-Reichert and Weinhold (2000)[87] found that the Holtz-Eakin causality
tests show FDI, not exports, causes GDP using data’ from 24 developing

countries from 1971 to 1995 applying mixed fixed and random (MFR) model

Makki and Somwaru (2004) [80]found a positive impact of exports and FDI
on GDP using World Development Indicators database of 66 developing

countries averaged over ten-year periods.

Cuadros, et al. (2004)[47] found unidirectional causalities from real FDI
and real exports to real GDP in Mexico and Argentina, and unidirectional
causality from real GDP to real exports in Brazil using seasonally adjusted

quarterly data from Mexico, Brazil, and Argentina from the late 1970s to

7 There is no indication that the data were deflated.

8They use Turkish industrial production index as GDP, export price index as EX, along with real FDI.

? There is no indication that FDI data were deflated in their paper.

10 The paper does not specify the sources of data, whether the data were deflated and does not check stationary.
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2000; 1971-1980, 1981- 1990, and 1991-2000 and the instrumental variable

method.

Cho (2005) [45]found only a strong unidirectional causality from FDI to
exports, using annual data from nine economies (the same economies as
ours plus Indonesia) from 1970 to 2001. In Cho’s model, GDP is taken as

the Malmquist productivity index.

In general, our survey of the fifth strand of the literature shows that the
causality relations vary with the period studied, the econometric methods
used, treatment of variables (nominal or real), one-way or two-way linkages,
and the presence of other related variables or inclusion of interaction
variables in the estimation equation. The results may be bidirectional,
unidirectional, or no causality relations. Thus, it is very important that the
assumptions, the treatment of variables, the sample period, estimation
models and methods should be clearly indicated in the analysis. In any case,
the above brief survey also seems to indicate that there may be some

causality relations among exports, FDI, and GDP.

According to existing literature; there are five strands of literature.

The First Strand: focuses on oil and non-oil exports on economic growth.
Aljarrah (2008) [16] found that non-oil exports have a positive effect on
economic development in Saudi Arabia. Olurankinse and Bayo (2012)[88],
Ude and Agodi (2014)[112] and Ifeacho et al. (2014)[69] found that non-oil
exports have a significant positive relationship with the economic growth of
Nigeria, which indicates that the rise in the non-oil exports leads to a
significant improvement in the Nigerian level of economic development;
Adenugba (2013)[7] also found that non-oil exports have a positive effect on

the economic growth of Nigeria, but it has performed below expectations;
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However, Akeem (2011)[12] and Abogan (2014)[6] concluded that the
relationship between non-oil exports and economic growth in Nigeria is
positive and insignificant. Besides; Mehrara (2014)[82] found that non-oil
trade does not have any significant effects on economic growth of 11 oil
exporting countries; Merza (2007)[83] found that there is a bidirectional
causality relationship between oil exports and economic growth, and there is
a unidirectional causality relationship running from non-oil exports to
economic growth in Kuwait; Hosseini and Tang (2014)[65] concluded
unidirectional causality relationship moving from oil and non-oil exports to
economic growth, but oil exports have a negative effect on the economic
growth of Iran; Although, Mehrabadi et al. (2012)[81] found that both oil
and non-oil exports have a positive effect on the economic growth of Iran;
Esfahani et al. (2013)[54] also found a positive effect of oil revenues on the
Iranian economy; Similar results are reported by Esfahani et al. (2014)[55]
for major oil exporting countries. However, Delacroix (1977) [50] supposed
that the exports of raw materials do not help in economic growth. If the
country does not use the raw materials in the industrial process it will stay
underdeveloped. So, using raw materials in the industry will help in

economic growth and will lead to developing the country.

The Second Strand: deals with exports and economic growth. Some of these
studies concluded that there is a positive relationship between exports and
economic growth. This result is supported by Tyler (1981)[111], Balassa
(1985)[29], Ram (1987)[100], Krueger (1990)[73], Sengupta and Espana
(1994)[106], Al-Yousif (1997)[18], Shirazi and Abdul-Manap (2004)[108],
Alhajhoj (2007)[14], Hye and Bel Haj Brubaker (2011)[67], and Saad
(2012)[102]. Some other researchers such as Husein (2009)[66] and
Hamuda et al. (2010)[61], and Hye (2012) [67]concluded that there is a
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bidirectional causality relationship between exports and economic growth;
However, Al-Suwaidi and Al-Shamsi (1997)[17], Temiz and Gokmen
(2010)[110], Safdari et al. (2011)[103], and Abbas (2012)[5] found that there
is a positive and unidirectional causality relationship running from
economic growth to exports. Other researchers including Holman and
Graves (1995)[64], Xu (2000)[118], Bouoiyour (2003)[34], Bahmani-
Oskooee et al. (2005)[23], Cetintas and Barisik (2009)[38], and Mehrara and
Firouzjaee (2011)[82] found that exports lead growth.

The third strand shows the impact of oil exports on the trade of oil-producing
countries. Salvatore (1983) [104] on his part discovered the positive link
between trade and growth; Tamascke (1990) found that a strong relationship
exists between exports and income; Metwally (1993b) [84]indicated that to
some extent, ten Asian countries under study had some degree of
interdependence with each other and with the rest of the world in terms of

economics.

The Fourth Strand: emphasizes the link between FDI and economic growth.
In the economic literature, there is a large body of studies on the impact of
foreign direct investment (FDI) on economic growth. Blomstrom and Kokko
(1997) [32] suggested that foreign direct investment may promote economic
development by helping to improve productivity growth and exports; Dess
(1998)[51] finds that the FDI affects Chinese growth through the diffusion
of ideas. Indeed, FDI presents a significant positive effect on Chinese long-
term growth through its influence on technical change; Aitken and Harrison
(1999) [11]show that the net effect of FDI on firm-level productivity is
negligible;

Bosworth and al. (1999) found that FDI flows have a positive (and almost

one for one) impact on investment, whereas portfolio flows have no
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discernible effect; Additionally, Ogutucu (2002) argued that the foreign
direct investment is a major catalyst for the development and the integration
of developing countries in the global economy; Chakraborty and Basu
(2002) [39]suggested that FDI does not cause India’s GDP; In the same
perspective, Alfaro (2003)[13] affirmed that, although it may seem natural to
argue that FDI can convey great advantages to host countries, the benefits of
FDI vary greatly across sectors by examining the effect of the foreign direct
investment on growth in the primary, manufacturing, and services sectors.
The main results indicate that FDI in the primary sector tend to have a
negative effect on growth, while investment in manufacturing a positive one,
and the effect of the investment on growth in the service sector is ambiguous;
Furthermore, Kohpaiboon (2003) [72] found that the growth impact of FDI
tends to be greater under an exports promotion trade regime compared to an
import-substitution regime. These results have been affirmed by Balamurali

and Bogahawatte (2004) [28]in a study elaborated for the case of Sri Lanka.

The Fifth Strand: examines bivariate relations either theoretically or
empirically between GDP and exports, GDP and FDI, or exports and FDI,
relatively few published works deal with the causality relations among these
three variables. There are several papers on an individual country study
examining Granger causality of these three variables. Liu, Burridge, and
Sinclair (2002)[77] found bidirectional causality!! between each pair of real
GDP, real exports, and real FDI for China ;Kohpaiboon (2003) [72]found
that, under exports promotion (EP) regime, there is a unidirectional
causality from FDI to GDP for Thailand; Alici and Ucal (2003)[15] found

only unidirectional causality from exports to output’? for Turkey; Dritsaki,

T I'n their paper China’s quarterly inward FDI and exports were deflated by the GDP deflator (1990=1),
monthly GDP was approximated by monthly gross industrial output, and quarterly EXs are taken from IMF.
2They use Turkish industrial production index as GDP, export price index as EX, along with real FDI.
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Dritsaki, and Adamopoulos (2004) [53]found a bidirectional causality
between real GDP and real exports, unidirectional causalities from?? FDI to
real exports, and FDI to real GDP, for Greece;in addition, Ahmad, Alam,
and Butt (2004)[8] found unidirectional causalities from exports to GDP and
FDI to GDP for Pakistan. For studies of a group of countries, Nair-Reichert
and Weinhold (2000)[87] found that the Holtz-Eakin causality tests show
FDI, not exports, causes GDP; Makki and Somwaru (2004)[80] found a
positive impact of exports and FDI on GDP; Cuadros, Orts, and Alguacil
(2004)[47] found unidirectional causalities from real FDI and real exports to
real GDP in Mexico and Argentina, and unidirectional causality from real
GDP to real exports in Brazil; in addition, Cho (2005)[45] find only a strong

unidirectional causality from FDI to exports.

According to the observations and surveys, is used several approaches to
investigate the long-term and short-term relationship  between
macroeconomic variables (Exports, FDI, GDP, Economic Growth) such as
Exports Led Growth hypothesis, Panel Data technique, VAR model, Impulse
response analysis and variance decompositions, simultaneous equations
model. The most studies achieved the same results that the economic
literature says that FDI inflows can promote exports in the host countries
and that FDI is attracted to countries with a higher trade potential. It also
says that export promotion can enhance economic growth and that economic
growth can in turn promote exports. It further says that FDI inflows can
promote economic growth in the host countries and that economic growth
can be a determinant of FDI inflows. We thus reviewed what the proponents
advance to support those possible relationships between FDI, exports and

economic growth. We reviewed as well the empirical literature of the studies

13 There is no indication that FDI data were deflated in their paper.
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that have assessed the “FDI-led exports”, “Export-led growth” and “FDI-led
growth” hypotheses, for several countries. Though our review has not been
exhaustive, we realized that no study has been carried out to assess “foreign
direct investment-led oil export”, “oil export-led non-oil GDP” and “foreign
direct investment-led non-eil GDP” hypotheses, also  “foreign direct
investment-led productivity”, “productivity -led oil export” and “foreign
direct investment-led oil export” hypotheses, in OPEC member countries as
a Panel, most of those carried out were country-specific studies, and even
Panel data studies carried out including some of the OPEC member
countries which neglect the presence of both structural breaks and cross-
section dependence. The closest works to the current paper are Liu, et al.
(2002)[77], Kohpaiboon (2003)[72], Alici and Ucal (2003)[15], Dritsaki, et al
(2004)[53], Ahmad, et al (2004)[8], Nair-Reichert and Weinhold (2000)[87],
Makki and Somwaru (2004)[80], Cuadros, et al. (2004)[47] and Cho
(2005)[45], that focused on the relationship between GDP and exports, GDP
and FDI, or exports and FDI. Liu, Burridge, and Sinclair (2002)[77] found
bidirectional causality between each pair of real GDP, real exports, and real
FDI for China ;Kohpaiboon (2003)[72] found that, under exports promotion
(EP) regime, there is a unidirectional causality from FDI to GDP for
Thailand; Alici and Ucal (2003) [15]found only unidirectional causality
from exports to output for Turkey; Dritsaki, Dritsaki, and Adamopoulos
(2004)[53] found a bidirectional causality between real GDP and real
exports, unidirectional causalities from FDI to real exports, and FDI to real
GDP, for Greece; in addition, Ahmad, Alam, and Butt (2004)[8] found
unidirectional causalities from exports to GDP and FDI to GDP for
Pakistan. For studies of a group of countries, Nair-Reichert and Weinhold
(2000)[87] found that the Holtz-Eakin causality tests show FDI, not exports,
causes GDP; Makki and Somwaru (2004)[80] found a positive impact of
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exports and FDI on GDP; Cuadros, Orts, and Alguacil (2004)[47] found
unidirectional causalities from real FDI and real exports to real GDP in
Mexico and Argentina, and unidirectional causality from real GDP to real
exports in Brazil; in addition, Cho (2005) [45]find only a strong
unidirectional causality from FDI to exports. In general, causality relations
vary with the period studied, the econometric methods used, treatment of
variables (nominal or real), one-way or two-way linkages, and the presence
of other related variables or inclusion of interaction variables in the
estimation equation. The results may be bidirectional, unidirectional, or no
causality relations. Thus, it is very important that the assumptions, the
treatment of variables, the sample period, estimation models and methods
should be clearly indicated in the analysis. In any case, the above brief
survey also seems to indicate that there may be some causality relations
among exports, FDI, and GDP. Due to those studies have not taken into
account both structural breaks and cross-section dependence when testing
for unit roots and cointegration, respectively. Then in this study for
achieving more reliable and accurate results, we have three innovations in

our research than previse studies:

The first innovation: One of the reasons failed to reach more accurate and

reliable results of studies in order to investigate the Granger-causes
relationship between variables, especially macroeconomic variables, may be
that almost all of them neglect the presence of structural breaks. It is well-
known that inappropriately omitting breaks can lead to misleading inference

in time series testing Error! Reference source not found..

The second innovation: the second reason failed to reach more accurate and
reliable results of studies may be that almost all of them neglect the presence

of cross-section dependence.
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The third innovation: Given that the panel econometric methods for all
OPEC countries over longer period applied in the present study are recently

developed and less used in the empirical literature.

Hence, the innovative contribution of the present paper is the application of
panel econometric techniques that consider both structural breaks and cross-

sectional dependence to provide more accurate and reliable results.

2.4 Summary and Conclusion

On one side a review some of the related works in the body of literature
shows that most of the mentioned studies have rarely discussed the impact oil
export on non-oil sector GDP, foreign direct investment and productivity
especially in OPEC countries. On the other side, OPEC country's economy is
a single-product economy that is based on oil exports, also there are a lot of
potentials to attract foreign investment in the OPEC countries. then our
survey of the recent empirical literature shows that the causality relations
vary with the period studied, the econometric methods used, treatment of
variables (nominal or real), one-way or two-way linkages, and the presence
of other related variables or inclusion of interaction variables in the
estimation equation. The results may be bidirectional, unidirectional, or no
causality relations. There are two major objectives and two secondary
objectives in this study. The first major objective is to investigate the short-
term relationship between macroeconomic variables, and the second major
objective is to investigate the long-term relationship between macroeconomic

variables, including oil export, non-oil sector GDP, foreign direct investment
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and productivity in OPEC member countries with emphasis on the Cross-

Section Dependence and Structural Breaks over the period 1980 — 2015.

Also, the first secondary objective is to investigate the short-term relationship
between two by two variables and the second secondary objective is to
investigate the long-term relationship between two by two variables including
oil export and non-oil sector GDP, foreign direct investment and
productivity, non-oil sector GDP and foreign direct investment, oil export
and productivity, and oil export and foreign direct investment for OPEC
countries over the period 1980 — 2015 using Extended Panel Time Series
Models with emphasis on the Cross-Section Dependence and Structural

Breaks.
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Chapter3: An Overview and Comparison of Non-Oil GDP, Oil
Export, Foreign Direct Investment and Productivity across the
Selected OPEC Member Countries

3.1 Introduction

This chapter to show the relationship between research model variables;
provides a brief overview of the trends in OER (as a proxy for Oil Export),
NGDP, NGDP per worker (as a proxy for productivity’4), aggregate Foreign
Direct Investment, and aggregate Foreign Direct Investment per worker’’ in
the OPEC Member Countries between 1980 and 2015.

3.2 Descriptive Statistics Analysis

Descriptive statistics are used to describe the basic features of the data in
a study. They provide simple summaries about the sample and the
measures. Together with simple graphics analysis, they form the basis of
virtually every quantitative analysis of data. With Descriptive statistics,
you are simply describing what is or what the data shows. Each
descriptive statistic reduces lots of data into a simpler summary. We
wanted to use Average Annual Growth Rate in our study; this does not
take into account the effect of compounding although gives an analyst

some useful information, then often it is not enough. Depending on the

4 We understand that this is not the perfect measure for productivity. Data needed to calculate productivity is
rarely available in those countries. To obtain productivity, non-oil GDP was divided by total labor force
13 1t was divided by total labor force to consider the amount of investment per worker.
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situation, it may be more useful to calculate the compound annual
growth rate (CAGR). The CAGR shows how much an investment needs to
grow each year to get from the initial value to the ending value, assuming

that compounding occurs.
The formula for the CAGR is:
CAGR = (Ending Value/Beginning Value) ™ (1/n)-1

As we know our study is based on panel econometric techniques that
consider both structural breaks and cross-sectional dependence to provide
more accurate and reliable results; then we divide the periods to 5 parts
1980-1989, 1990-1999, 2000-2009, 2010-2015 and 1989-2015. Table 3-1
presents the compound annual growth rate for OER, non-oil GDP, non-oil
GDP per worker (as a proxy for productivity’6), aggregate foreign direct
investment, and foreign direct investment per worker!” in the OPEC Member
Countries between 1980 and 2015. It shows that Foreign Direct Investment
annual growth was on average higher than NGDP (except for Ecuador and
Angola). The large growth of OER during the period 2000-2009 was
accompanied by a larger growth in NGDP and Foreign Direct Investment
(except for Kuwait and Saudi Arabia). We note, on the other hand, that labor
force growth rate was fluctuating as much as the other variables. Moreover,
Foreign Direct Investment per worker annual growth was on average higher

than Productivity growth (except for Ecuador, Iran, and Kuwait).

16 We understand that this is not the perfect measure for productivity. Data needed to calculate productivity is
rarely available in those countries. To obtain productivity, non-oil GDP was divided by total labor force.
17 1t was divided by total labor force to consider the amount of investment per worker.
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Table 3- 1: NGDP, Oil Export, FDI and Productivity Average Growth Rates for 11 OPEC Member
over the Period 1980-2015(Million US Dollars, 2010 Constant)

Aggregate Per Worker
Country period Labor Oil- Non-Oil  GCF  Productivity =~ GCF
Force Export GDP
Revenue
1980-1989 3.4% -15.3% 4.0% -0.3% 0.1% -3.6%
1990-1999 2.8% 1.5% 1.5% -1.0% -1.3% -3.7%
Algeria 2000-2009 7.0% 7.0% 2.8% 9.1% -4.0% 2.0%
2010-2015 2.1% -8.7% 4.0% 4.7% 1.8% 2.6%
1980-2015 4.3% 0.6% 3.0% 2.9% -1.2% -1.3%
1980-1989 -17.8% 5.2% 7.1% -0.3% 30.2% 21.3%
1990-1999 3.2% 2.1% 0.2% -1.0% -2.9% -4.1%
Angola 2000-2009 3.0% 19.3% 3.8% 9.1% 0.8% 5.9%
2010-2015 3.0% -6.9% 13.1% 5.6% 9.8% 2.5%
1980-2015 -2.9% 8.5% 4.5% 3.2% 7.7% 6.3%
1980-1989 2.7% -2.3% 2.4% -0.7% -0.3% -3.3%
1990-1999 2.1% 0.3% 2.0% -1.8% 1.0% -3.8%
Ecuador  2000-2009 31.6% 12.7% 3.1% 8.3% -21.6% -17.7%
2010-2015 1.5% -3.4% 4.7% 3.3% 3.1% 1.8%
1980-2015 10% 4.9% 2.9% 2.6% -6.3% -6.6%
1980-1989 1.7% 2.6% 0.8% -6.0% -0.9% -7.6%
1990-1999 1.4% -2.1% 3.0% 0.3% 1.6% -1.1%
Iran 2000-2009  38.5% 7.8% 4.1% 7.7% -24.7% -22.2%
2010-2015 1.2% -19.7% -6.7% -3.4% -7.8% -4.6%
1980-2015 10.7% 1.1% 6.4% 7.8% -6.5% -9.4%
1980-1989 -6.0% -7.8% 8.6% -1.4% 15.5% 1.3%
1990-1999 5.9% 0.5% 4.0% 4.9% -1.8% -0.3%
Irag 2000-2009 -9.1% 7.5% 0.8% 16.4% 10.9% 28.0%
2010-2015 3.0% 0.3% 7.6% 9.4% 4.5% 5.8%
1980-2015 0.0% 1.5% 6.5% 8.5% 6.5% 8.5%
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1980-1989 5.6% -7.9% 3.3% -4.1% -2.1% -9.6%
1990-1999 5.0% -2.1% 0.5% 1.2% -2.6% -1.9%
Kuwait 2000-2009 -2.2% 9.2% 3.8% 2.2% 6.1% 4.5%
2010-2015 3.8% -2.1% 5.6% 4.8% 1.8% 0.9%
1980-2015 5.5% 4.8% 6.1% 7.6% 1.3% 2.8%
1980-1989 1.4% -12.9% -13.0% 6.0% -14.1% 4.6%
1990-1999 1.8% -3.3% 0.0% 6.3% 0.0% 4.7%
Libya 2000-2009 21.7% 9.9% 1.8% 11.7% -16.3% -8.2%
2010-2015 -0.9% -28.4% 0.0% 3.0% 0.0% 4.0%
1980-2015 6.5% -4.5% -4.5% 7.7% -10.3% 1.1%
1980-1989 9.9% -10.5% 4.3% -2.5% -5.1% -11.9%
1990-1999 2.1% 6.1% 2.3% 5.6% 0.3% 3.5%
Qatar 2000-2009 -15.8% 8.7% 11.7% 17.4% 32.6% 39.4%
2010-2015 2.9% -9.9% 6.5% 6.2% 3.5% 3.2%
1980-2015 6.6% 1.10% 7.80% 19.02% -1.50% 22%
1980-1989 6.7% -15.9% 3.7% -3.5% -2.8% -9.8%
1990-1999 5.9% -0.01% 2.6% 4.8% -3.2% 1.9%
Saudi 2000-2009  18.79% 8.25% 3.5% 3.4% -12.9% -13.1%
Arabia 2010-2015 3.72% -6.0% 8.2% 4.1% 4.3% 0.4%
1980-2015 9.70% 0.2% 3.8% 9.2% -5.4% -0.5%
1980-1989 4.5% -7.5% -0.01% 29.6% -4.3% 24.0%
1990-1999 3.6% -1.6% 4.1% 35.2% 0.5% 30.5%
UAE 2000-2009 -7.0% 9.0% 3.0% 9.3% 10.7% 18.0%
2010-2015 2.2% -4.8% 5.7% 7.2% 3.5% 4.9%
1980-2015 1.0% 2.0% 3.4% 21.4% 2.4% 20.1%
1980-1989 0.8% -9.4% 0.7% -71.1% -0.5% -8.2%
1990-1999 1.2% 2.0% 1.7% 6.5% 0.5% 11.6%
Venezuela  2000-2009 1.4% 5.9% 3.1% 5.7% 1.6% 4.3%
2010-2015 0.2% -3.5% -14.1% -1.4% -14.2% -2.2%
1980-2015 1.2% 2.1% -1.0% 2.7% -2.2% 1.3%

Source: Author’s calculations, using data from 1980 -2015
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The major characteristic of the GCC economies (Kuwait, Qatar, Saudi
Arabia, and the United Arab Emirates (UAE)) is their low national
population and indigenous labor force. High investments have been hence
accompanied by large inflows of expatriate workers from all across the world
especially from surrounding more populated countries: Egypt, Iran, Syria,
and Indian subcontinent. Even if all five countries depended heavily on
expatriate labor force, we can still observe that Saudi Arabia had less relied
on foreigners than Kuwait, Qatar and UAE. This led to a high proportion of
expatriate workers in the latter group than in the former as it is obvious in
Table 3-2. It is expected then that the educational policies of the local
governments do not have a significant effect on the majority of the labor
force. Therefore, we expect that investment plays the major role in

productivity rather than education.
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Table 3- 2: Percentage of Foreigners in the GCC Labor force

1985* 1997* 2000** 2010***
Kuwait 82 84 81.3 83
Qatar 82 82 81.6 94
Saudi Ariba 72 64 55.8 55
UAE 91 90 89.8 96

Sources: * Error! Reference source not found., ** Error! Reference source not found.,

***Error! Reference source not found.

Table 3-1 shows that in most cases, the growth of labor force was higher
than investment. There have been no studies on the skills and productivity of
this labor force to assess the productivity effects of the oil exports. But with
the easy access to the low-cost labor force, we can expect that producers shift
towards the cheaper factor of production which may explain the observed

low productivity of labor.

Figure 3-1 displays the path of OER (as a proxy for oil export), NGDP and
foreign direct investment between 1980 and 2015. All variables are real. The
visual inspection shows that NGDP and FDI have more harmonious
movements together than with OER. In general, OER has witnessed large
and continuous fluctuations since 19807%. NGDP has been less volatile, and
so has FDI. In the eighties, oil revenues where at low levels and witnessed

much fluctuations. GDP continued to grow slowly (except for Iran and Iraqg),

18 We also all know that the first shock of oil prices has started since 1970, but data to measure trends during
the period 1970-2015 are rarely available in OPEC member Countries, then we collected our data from 1980.
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while investment appears to slowdown in that period in all countries
discouraged for the sake of low oil revenue caused by the Iran-lraq war
(1980-1988). In the nineties, OER experienced higher growth along with
higher investment growth. However, NGDP growth was higher. In most
cases, the average growth of NGDP in the nineties was more than in the
eighties (except for Qatar and Libya). With higher oil revenue in the early
years of the 21st century, investment do not seem to respond promptly. But
again, GDP grew at even higher rates (except for lIrag, Kuwait and

Venezuela).
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Figure 3-1: A Comparison of Oil Export Revenue, NGDP and Foreign Direct Investment for 11
OPEC Member Countries over the Period 1980-2015 (Million US Dollars, 2010 Constant)
Source: Research Findings, using sample data (1980-2015)
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In Figure 3-2, we show productivity and foreign direct investment per
worker. It is evident that the movements of productivity and investment per
worker differ from their aggregate counterpart (Non-Oil GDP and FDI).
This is probably due to the large variations in labor force (Table 3-1).
Therefore, fluctuations in aggregate production or investment do not
necessarily match them per worker levels. Note that we keep comparing the
per-worker variables with aggregate OER because oil revenue movements do
not reflect changes in productivity or in labor force. Rather, they reflect
mainly world market stance. Moreover, oil revenues end up as government
revenues and reflect, therefore, a public tool and a major source for public
finance’”. We observe that despite the increase of OER over the long run,
productivity has not been steadily growing (except for Libya). Saudi Arabia
and Algeria showed the worst performance with a continuous decreasing
productivity over the whole period. Apparently, productivity was closely
following the movement of investment per worker. It is also clear that oil
exports follow a different stochastic trend that is apparently different from
the trend of productivity and investment per worker. From the above
discussion, it appears that there is no strong long-run relationship between
OER and the macro variables, and that NGDP and investment are more
linked to each other - at the aggregate or at the per worker level - than to

OER. This may suggest a smoothing behavior of NGDP and investment.

9 Nasri Harb(2008)
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Figure 3-2: A Comparison of Oil Export Revenue, Productivity and Foreign Direct Investment Per
Worker for 11 OPEC Member Countries Over the Period 1980-2015 (Million US Dollars,2010

Constant) Source: Authors calculations, using sample data (1980-2015)
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3.3 Summary & Conclusion

The objective of this chapter was to provide a brief overview of the trends in
oil exports, non-oil GDP, foreign direct Investment, productivity in the
selective number of OPEC countries. The evidence indicates that NGDP and
FDI have more harmonious movements together than with OER and
productivity was closely following the movement of investment per worker. It
iIs also clear that oil exports follow a different stochastic trend that is
apparently different from the trend of productivity and investment per worker.
The next chapter explores the definitions and the sources of data and
methodologies in details.
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Chapter 4: Methodology

4.1 Introduction

The present study analyses the relationship between non-oil GDP, oil export,
foreign direct investment and productivity in OPEC member Countries over
the period from 1980 to 2015. The purpose of this paper is to overcome
several shortcomings of previous and frequently used econometric methods
to intervene convincingly in the discussion about the direction of causation

between our research variables.

4.2 Theoretical Framework

Most studies have analyzed single countries on the basis of annual data and
failed to reach a consensus on this causal relationship. As for many
countries there are only annual data available, the span usually covers no
more than 20-30 years. However, it is well-known that standard time series
tests, such as the augmented Dickey-Fuller unit root test Error! Reference
source not found.and the Johansen (1991, 1995) cointegration test, have low
statistical power, especially when the span of data is short, [37]. In response,
recent studies have used panel data to extend the time series dimension by
the cross-sectional dimension and, hence, exploit additional information. As
panel-based tests rely on a broader information set, the power can
substantially be increased and tests are more accurate and reliable. Studies
using panel data, however, also provide ambiguous results. One reason may

be that almost all of them neglect the presence of structural breaks. It is well-
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known that inappropriately omitting breaks can lead to misleading inference
in time series testing Error! Reference source not found.. That is also true
for panel tests since panel data also include the time series dimension as
mentioned by [74]. The importance of taking into account structural breaks
when analyzing our search variables can be confirmed by several past
events. According to Figure 4-1; First of all, the first oil crisis in 1973
occurred when the Arab oil embargo was proclaimed. The Iranian revolution
followed in 1978, accompanied by exploding oil prices and a period of high
inflation during the late 1970s. Furthermore, the global economic recession
in the early 1980s may represent a potential structural break. Further critical
events are: The 1986s oil glut caused by decreasing demand following the
1970s energy crisis, the stock market crash in the United States in 1987, the
periods of moderate economic growth and low inflation in Western
industrialized countries in the late 1980s and early 1990s, the oil price
increase after Iraq’s invasion of Kuwait 1990, and, finally, the 1997-1999
Asian financial crisis. Since all those mentioned events occurred within the
period covered in this analysis, the consideration of structural breaks is
strongly advisable. Hence, the present study makes a substantial contribution

to the existing literature by doing so in a panel framework.

A second explanation for the failure to reach a consensus on the direction of
causation between Oil Exports, Non-Oil GDP, Foreign Direct Investment
and productivity may be the neglect of dependence across the countries in a
panel by using first generation panel unit root and cointegration tests. First
generation panel tests are characterized by the assumption of independent
cross-section members. This condition is unrealistic in view of the strong
inter-economy linkages and therefore, is likely to be violated often, for

instance, because of common oil price shocks, but most existing residual-
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based tests use the assumption of cross-sectional independence to be able to
get a convenient asymptotic distribution for the test statistic. The
independence of the cross-section members allows for the use of standard
asymptotic tools, such as the Central Limit Theorem. However, Banerjee et
al. (2004) showed by means of simulations experiments that inappropriately
assuming cross-sectional independence in the presence of cross-member
cointegration can have distortionary impacts on the panel inference. Thus,
they argued that the conclusions of many empirical studies may be based
upon misleading inference since the assumption of independent panel
members is usually not valid Error! Reference source not found.. Until
recently, only few so-called second-generation panel tests have been
proposed that take into account the existence of cross-sectional dependency

relations (see Error! Reference source not found., for a recent survey).
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Source: Error! Reference source not found.

4.3  Estimation Techniques

This research uses recently developed panel techniques that accommodate
both structural breaks and cross-sectional dependence simultaneously rather
than neglecting both or tackling only one of these issues at a time. Since
these econometric methods have yet been rarely applied in the empirical
literature, this section discusses the techniques that are used in this study to
analyses the relationship between our research variables model. First, the
test for cross-sectional independence proposed by Error! Reference source
not found.is briefly presented. Second, this study describes the panel unit

root test developed by [26]which allows for structural breaks and cross-
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sectional dependence. Third, the panel cointegration test suggested by [116],
which also considers structural breaks and dependence across countries, is
introduced. Fourth, Sub-section 4.3.4 discusses Pesaran (2006)’s common
correlated effects (CCE) estimators that are used to estimate the long run
relationship between variables. Finally, the pooled mean group estimator for
non-stationary heterogeneous panels suggested by [96] to establish dynamic

panel causality is briefly presented

4.3.1 Cross-section dependence

The cross-section dependence (CD) test proposed by [94] tests the null
hypothesis of zero dependence across the panel members and is applicable to
a variety of panel data models such as stationary and unit root dynamic
heterogeneous panels with structural breaks, with small T and large N
Error! Reference source not found.. The CD test is based upon an average of
all pair-wise correlations of the ordinary least squares (OLS) residuals from

the individual regressions in the panel data model.

Yie = &+ L%+ Uy, (4.1)
where i = 1, ..., N represents the cross-section member, t =1, ..., T refers to
the time period, and xit is a (kx1) vector of observed regressors. The

intercepts, ai, and the slope coefficients, fi, are allowed to vary across the

panel members.

The CD test statistic is defined as

(4.2)

N—-1 N
CD = {/2T/N(N-1) [ > > puJ—) N (0, 1)
i=1 j=i+1
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where;)ij is the sample estimate of the pair-wise correlation of the OLS

residuals,ii;,, associated with Equation (4.1);

T

A

Ui U ¢

t=

1
T 1/2 T 1/2
2 ~2
Uit U,
t=1 t=1

laij :laji = (4.3)

4.3.2 Panel unit root tests

As a starting point of the integration analysis, this study applies the first-
generation panel unit root tests which neglect the presence of both structural
breaks and cross-section dependence but are commonly used in the panel
data literature on the most variables in our study. Specifically, the Levin et
al. (2002) (LLC), Breitung (2000), Im et al. (2003) (IPS), the Fisher-type
ADF and Fisher-type PP test. Then, this study applies the second-generation
panel unit root test proposed by [26]as a second step. This test allows for
structural breaks in the level, slope or both, which can occur at different
dates for different countries and may have different magnitudes of shift.
Furthermore, the common factor approach enables the common shocks to

affect countries differently via heterogeneous factor loadings.

4.3.2.1 Levin, Lin and Chu (LLC) Test

Levin, Lin and Chu (2002) found that when the deviations from equilibrium
are very tenacious, individual unit toot tests have low powerful against

alternative hypotheses. Therefore, they made a test that it has more power
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than individual unit root tests for every cross-section. LLC is restrictive that

should be homogeneous.

p
Ayit = pth_lZ eiL AYi,t—L + (xmidmt +Eit i= 1, 2, ,N, t= 1,2, ,T, m= 1,2,3
t-1

(4.4)

where i is the number of countries; t indicates time variable; ami 1S the
corresponding vector of coefficients for model m=1,2,3; dm: indicates the
vector of deterministic variables (intercept or trend), dy, = {0}, d2= {1}, d3=
{1, t}; € 4.i.d(0,6%), means random error has no serial correlation for all the

iandt.

Ho: pi=p =0, for all i, the null hypothesis is that each individual time series

IS stationary.

Hi: pi=p <0, for all i, the alternative hypothesis is that each time series does

not have a unit root.

To perform LLC test three steps are needed. In the first step ADF
(augmented Dickey-Fuller) regression will be performed for each cross-
section. In the second, the ratio of long-run to short-run standard deviations

will be performed. Third, the panel test statistics will be computed.

The conventional test statistics:

p
t, = —= 4.5
TG ()
—NTSnG2Hu" ~
the adjusted test statistics: ¢, = L NTi’f 2ePlnT s asymptotically distributed

mT

asN (0, 1).

60



The power of the test may decrease when exogenous regresses exist. It is
necessary to check whether constant terms and trend should be adopted
before test. Furthermore, LLC has its limitations. The test crucially depends
upon the independence assumption across cross-sections and is not
applicable if cross-sectional correlation is present. Second, the assumption

that all cross-sections have or do not have a unit root is restrictive

4.3.2.2 Im, Pesaran and Shin (IPS) Test

Based on the augmented Dickey-Fuller (ADF), IPS test uses separate unit
root tests for all the cross-sections and average the ADF tests. Follows is the

formula of

— 1
t=—— 4.6
NZ%\I:ﬂpi (4.6)

Its null hypothesis is like LLC, that each series has a unit root. But the
alternative hypothesis for IPS is that all the individual series don’t have unit

roots.
Ho: pi=p =0, forall i; Hi: pi<0,fori=1,2, 3 ...V, pi = 0 for i=N1... N,
The average of ADF statistics can be used to compute tips:

_ VN(t-E(t))

tips = NGl ~ N (0,1) (4.7)
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where £ is the average of individual ADF statistics; shows the mean of ty;

Jvar(t) is the variance of individual specific test statistics (tpi). And IPS is
asymptotically distributed as N (0, 1).

4.3.2.3 Breitung Test

Breitung (2000) researched the power of LLC and IPS and made comparison
with other alternative tests. The null and alternative hypotheses are same
with Levin, Lin and Chun test. So, the null hypothesis is that each individual
time series is stationary. But, the alternative hypothesis is that each time
series does not have a unit root. Then Breitung found that the power of LLC
and IPS tests will be decrease a lot with individual specific trends. This is due
to the bias correction that also removes the mean under the sequence of local
alternatives. Breitung suggests a test statistic without adopting a bias
adjustment. The experimental results show that the power of LLC and IPS

tests is very sensitive to the specification of the deterministic terms.

There is slight difference between LLC and Breitung test. The difference lies
in two ways. Only auto-regression portion is removed when constructing

standardize proxies. That is:

P
AYit—Zj=]1 BijAYi t—j

€t = AVjtq = o (4.8)
~ ~ bj
Vite1 = Vieer = Viee1 — Zjil BijAYi,t—j)/Gi (4.9)
Running the following regression:
et = PV i1 T it (4.10)

where
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. T—t (&t -+ 8&ur
(eit.

Cit = T—t+1 T—t ) and  vi_q = Vi1 — Cy

4.3.2.4 Fisher ADF Test

Fisher ADF test was created by [79]. When a number of lags exist, P4 in
Fisher ADF is not affected. Then, it can cover shortage of LLC and IPS.
Based on the model:

Ayt = pYi—1 t+ ZELl 0itAyit-L + amidme + €1 =1,2,...,N;t = 1,2,3
(4.11)
P statistics:
py = —2YN, Inp;~x?(2N) (4.12)

The null hypothesis and alternative hypothesis of Fisher ADF are the same
with IPS’s.

Ho: pi=p =0, for all |

Hi: pi <0, f or i =1, 2, 3 ... Ny pi = 0 for i=Ni, N;
(4.13)

4.3.2.5 Modified Sargan and Bhargava Test

Bai and Carrion-i-Silvestre (2009) developed panel unit root statistics which
pool modified Sargan and Bhargava (1983) (MSB) tests for individual time
series, taking into account both multiple structural breaks and cross-section

dependence through a common factors model proposed by [27]. They allow
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for structural breaks in the level, slope or both at different dates for different
countries and may have different magnitudes of shift. Additionally, each
series can have a different number of breaks and within each series the
number of breaks in the level and the slope can also be different. Hence, the
test approach proposed by [26] takes into account a high degree of
heterogeneity across countries. Furthermore, the common factors may be
stationary, non-stationary or a combination of both. The common factor
approach allows the common shocks to affect countries differently via
heterogeneous factor loadings. Bai and Carrion-i-Silvestre (2009) modified
the Bai and Ng (2004) PANIC procedure to achieve a robust decomposition
into common and idiosyncratic components in the presence of structural
breaks. They developed an iterative estimation procedure that is appropriate

to deal with heterogeneous breaks in the deterministic components.

In summary, their overall procedure consists of the following steps:

» Difference the variables and estimate the number and locations of
structural breaks for each time series.

» Given the locations of the structural breaks, estimate the common
factors, factor loadings, and the magnitudes of changes via the
iteration procedure mentioned above.

» Calculate the residuals for each time series based on the estimated
quantities in the second step and then obtain the cumulative sum of
residuals as described in [24].

» Determine the modified unilabiate MSB test for each residual
series?.

» Construct the panel MSB test by pooling the individual ones.

20 The univariate MSB test for unit root was originally introduced by Stock (1999), who generalized the
procedure of Sargan and Bhargava (1983) to non-i.i.d. and non-normal errors.
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These steps are based on the following general panel data model:

Xi,t = Di,t + IZt'ﬂ-i +€, (4.14)
(1-L)F, =C(L)y, (4.15)
(1-pL)e, =H-i(L)eg, (4.16)

where the index i =1, ..., N represents panel membersandt=1, ..., T denotes
the time period. C(L)=Y.C,l’and H,;(L)=>_H,,l' where L is the lag
j=0 j=0

operator and pi 1S the autoregressive parameter. The component Dit
represents the deterministic part of the model, F: is a (r x 1) vector of

common factors, and ejt denotes the idiosyncratic disturbance term.

Despite the operator (1 — L) in Equation 4.16, Ft need not to be I (1). The
integration property of the Ft depends on the rank of C (1). If C (1) = 0, the
Ftis I (0). If C (1) is of full rank, then each component of Ftis I (1). If C (1)
= 0 but not full rank, then some components of Ft are | (1) and some are |
(0).2T With regard to the deterministic component Di:, Bai and Carrion-i-

Silvestre (2009) propose the following two models:

Modell: Di,t =W+ Z}l:l Gi,jDUi']-,t (417)
lj i

Model2: Di,t =W+ ﬁit + Z]-=1 ei’jDUi,]"t + ZjﬁlYi,kDTi,k,t (418)

where li and m; denote the structural breaks affecting the mean and the trend
of a series, respectively, which are not necessarily equal. The dummy

variables are defined as DUij: = 1 for t>T;‘j and 0 otherwise, and

2I For a detailed description of the underlying set of assumptions, see Bai and Carrion-i-Silvestre (2009)
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DT, =(t-T),) for t=T, and 0 otherwise. T, and T,, represent the jth and

kth dates of the breaks in the level and trend, respectively, for the ith

individual withj=1, ..., and k=1, ..., mi.

The introduced common factors capture the co-movement of the time series
as well as cross-section correlation. Since those factors are unobserved, they
need to be consistently estimated. Following Bai and Ng (2004), Bai and
Carrion-i-Silvestre (2009) estimate these un-observed common factors by
applying the principal components analysis to the differenced-detrended
model. They provide separate analyses for the two deterministic models as

the limiting distribution of the MSB statistic depends on the specification.??

Bai and Carrion-i-Silvestre (2009) pool the individual MSB test statistics to
increase the statistical power. The standard approach to pooling described in
Levin et al. (2002) requires cross-sectionally independent panel members, a
condition that is not fulfilled in this framework. However, the combination of
individual MSB test statistics is appropriate since the eit are independent
across the panel units. This follows from the fact that the limiting
distributions are free from the common factors. Bai and Carrion-i-Silvestre
(2009) provide two approaches for pooling the individual test statistics so as
to test the null hypothesis HO: pi = 1 for all i =1, ..., N against the alternative
HI: |pi| < 1 for some i. The first approach is to use the average of individual

statistics:

Z :Jﬁ% —N(0,1), (4.19)

22 See Bai and Carrion-i-Silvestre (2009) for details.
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N

with MSB(4) = N> MSB, (i), EzN’lié ,andg”Z:N*li(f, where &

and {? denote the mean and the variance of the individual modified MSBi(4i)

statistic, ~ respectively, andA =T"/T represents the break fraction

parameter.” The individual MSB statistics are asymptotically invariant to
mean breaks, but not to breaks in the linear trend. Hence, Bai and Carrion-i-
Silvestre (2009) introduced a second approach based on simplified test

statistics which are invariant to both mean and trend breaks:

7 N MSB*(_/})—Cf

— N(0,1), (4.20)
¢

- N . N N

with MSB"(4) = N™Y MSB’(4), & =N"> ¢ ,and ¢ =N">¢?, where
i=1 i=1 i=1

¢ and ¢*denote the mean and the variance of the individual modified

MSB’( 4, )statistic, respectively, and A =T" /T represents the break fraction

parameter.?#

To yield satisfactory results when pooling, Bai and Carrion-i-Silvestre (2009)
consider the second approach proposed by Error! Reference source not

found.and [46]that pools the p-values of the individual tests:

N
P=-2>"Inp, - xZ, (4.21)
i=1
N
—2>Inp, —2N
P =— i — N(0,1 4.22
m N (0,1) (4.22)

23 See Bai and Carrion-i-Silvestre (2009) for a description of the individual MSB statistics.
24 See Bai and Carrion-i-Silvestre (2009) for a description of the individual simplified MSB statistics
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where pi, i = 1, ..., N, is the individual p-value. Bai and Carrion-i-Silvestre

(2009) denote the corresponding P and Pm statistic that are computed by

means of the p-values of the simplified MSB statistic as P+ and p,,,

respectively.

4.3.3 Panel cointegration tests

When it is established that all variables are integrated of same order, the co-
integration relationship among variables in the next step will be examined.
To examine the existence of a cointegration relationship this study repeats
both types of tests, with and without structural breaks and cross-sectional
dependence. In first step, the first-generation panel cointegration tests
proposed by [70], [89]and [91]. In a second step, this study applies the LM-
based tests proposed by [116] that simultaneously consider cross-section
dependence and structural breaks, which may be located at different dates
for different panel members. Additionally, this test allows for heteroskedastic

and serially correlated errors, and cross unit-specific time trends.

4.3.3.1 Pedroni Residual Based Panel Cointegration

Pedroni (1999) derives seven panel cointegration test statistics. Of these
seven statistics, four are based on within-dimension, and three are based on
between-dimension. For the within-dimension statistics the null hypothesis

of no cointegration for the panel cointegration test is
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H,:y,= 1forall i

H, 7, =y=< 1lforalli (4.23)

For the between-dimension statistics the null hypothesis of no cointegration

for the panel cointegration test is

H,=y = 1foralli

H, =7 < 1foralli (4.24)

First, we compute the regression residuals from the hypothesized
cointegration regression. In the most general case, this may take the from

Vi =% +ait +,Bl.x (4.25)

% t T 5%+ T Pt Tt

where T refers to the number of observation over time, N refers to the
number of the individual members in the panel, and M refers to the number
of regression variables. Here x and y are assumed to be integrated of order

one. The slope coefficients Bl ByireveeeniB and specific interceptai vary

Mi
across individual member of the panel.

To estimate the residuals from equation (4.25), the seven Pedroni’s statistics
are:

1. Panel v -statistics:

T2N 3/ZZ&N a= T2N32 (2:11 Zthl I:Iiéft—l )l (4.26)

2. Panel p -statistics:
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TINZ, | =TIN(X) 3T Cied,) 203, G (aane, —4) (4.27)

3. Panel t-statistics (Non-parametric):

2, =60, X0 ST Ce) XSG (6,aA8, - 4) (4.28)

4. Panel t-statistics (parametric):

z,, =(sh XY Ghe) S (enae)  (4.29)

5. Group p -statistics:

™ —1/2Z~/3 —TN _1/22, 1(Zt & 1)12:_1(§i,t1Aéi,t _jﬂ) (4.30)

Nt

6. Group t-statistics (Non-parametric):

-1/25 -2 =2 R L ~ N
N ZtN,T =N ( Zt =1 Cit- 1) thl(ei,t—lAei,t _ﬂﬁ) (4-31)
7. Group t-statistics (parametric):
NZ =N (7Y e ) Y e e (4.32)

- _ ~ 2 ~ ~
A=1TY" (1— > jth_Hlﬁnﬁm,Sf SUTY i 67 =8 +2465, =1INY " U367

N -~
/jl*tz’gltlzT =1/N z 11 1/Tz77|t +2/T2[l_—\]z 77|t77|t -s

t=s+1

and where the residual 0, &, and 7, are obtained from the following

regressions®:

€= ?iéi,t—l +Gi,t ’éi,t i€ +Zk 1p| Ae +:u|t ’Aylt Zm 1bm|AX +ﬁi,tﬁi,t—s (433)

25 Notes: All statistics are from Pedroni (1997a)
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The first four statistics are within-dimension based statistics and the rest are
between-dimension based statistics. In his paper Pedroni (1999) describe the
seven test statistics, “The first of the simple panel cointegration statistics is a
type of non-parametric variance p -statistics. The second is a panel version
of a non-parametric statistics that is analogous to the familiar Phillips
Perron p -statistics. The third statistics is also non-parametric and is
analogous to the Phillips and Perron t-Statistics. The fourth statistics is the
simple panel cointegration statistics which is corresponding to augmented
Dickey-Fuller t-statistics” [90]. “The rest of the statistics are based on a
group mean approach. The first of these is analogous to the Phillips and

Perron p -statistics, and the last two analogous to the Phillips and Perron t-
statistics and the augmented Dickey-Fuller t-statistics respectively” [90].

To compute any of these desired statistics in his paper Pedroni (1999) write a

short summary.

1. Estimate the panel cointegration regression from equation (4.26),
make sure to include any desired intercepts, time trends or common

time dummies in the regression and collect the residual ¢, for later

use.
2. Difference the original series for each member, and compute the

residual for the differenced regression;
Wi = Bt Poi™oi ¢ T B it T (4.34)

3. Calculate L2, as the long-run variance of 7, using any Kernel

estimator such as the Newey-West (1987) estimator.
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4. Using the residualse, of the original cointegration regression,

estimate the appropriate auto- regression, choosing either of the
following from (a) or (b):
(a); For the non-parametric statistics all except number four and

number seven estimateg =y, +0,, and use the residuals to compute

the long-run variance of a,,,denoted &2.

it?
(b); for the parametric statistics number four and seven estimates
e, =77i§i,t_l+z:;l,5i'kA§m_k+ 4, and use the residuals to compute the
simple variance of z , denoted s;* Error! Reference source not found.

After the calculation of the panel cointegration test statistics, Pedroni shows

that the standardized statistic is asymptotically normally distributed

Ryr —uVN d
———F—— - N(0,1) 4.35
7 o

where X, ; is the standardized form of the test statistics with respect to N and

T. Here x andv are Monte Carlo generated adjustment terms.

4.3.3.2 Kao (1999) Cointegration Tests

Kao (1999) in his paper describes two tests under the null hypothesis of no
cointegration for panel data. One is a Dickey-Fuller type test and another is
an Augmented Dickey-Fuller type test. For the Dickey-Fuller type test Kao
presents two sets of specification. In the bivariate case Kao consider the

following model

Yi =& +IBXit € t=1,..,T,i=1,..,N (4.36)
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where

Yie = Vit U

X = Xy T &t
a, are the fixed effect varying across the cross-section observations, g is the
slope parameter, y, andx, are independent random walks for all i .The

residual seriese, should be 1(1) series.

Now Kao define a long run covariance matrix of w, =(u, e, )'is given by

Q=lim= E(iwnj(iwnj'=2+F+F'ELG°2“ GO;S], (4.37)

t=1 t=1 GOug O-Os

and

T~>oo

2
— lim = Z E(w, E[ G“;]
O-Ué:
The Dickey-Fuller test can be applied to the estimated residual using
éit = péit—l + Vit (4-38)
Now the null and alternative hypothesis may be written as

H,:p=1

4.39
H, :p=<1 ( )

The OLS estimate of p is given by
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I één_l
Z. 1Zt 2 't 1

Further calculation for Dickey-Fuller, Kao shows the following statistics

p= (4.40)

DF," = \/_T(p 1)+3\/_U /&g ~N(0.1)
J3+366° /5, wan)
t,+VBNG, /(2

DF’ = % (J"V ~N(0,1)

L J%/(za )+367/(1062,)

where

o~k 2 s * ~ Dk %
peit—l) € =Y~ = X%,

P 1Se

(,0 1)2. 1Zt 1 it 1 s2 =
NT z. 1Zt 2(

E Do lez( %)

In the case of strong erogeneity and no serial correlation (o> =o}, = =07,

), the test statistics become

_TJIN(p-1)+3JIN

DF = ~N(0,1)
DF =+1.25t, ++/1.8775N ~ N(0,1)

These tests do not required estimate of the long-run variance-covariance

matrix. For the Augmented Dickey-Fuller test, estimated residual is
— — p —_
€ =P8 T Z(DuAeit—j +Vitp (4.43)
j=1

Under the null of no cointegration, the ADF test take the from
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(p- 1)|:Zi’\il(ei’Qiei )T/Z

Lor = 5 (4.44)
Further calculation Kao shows the following statistics
+\/6N 5 1 (20
ADF = — 0" 0./(20,) _ N(0,1) (4.45)
Jos,1(267)+352 1(1052,)

For estimation of long run parameter when we obtain the estimates of @,

and @) then we get,

- o’ o 1 L&
z:[ U U;J:ﬁzz%w{t (4.46)

and

2 5-02U OH-Oug 1S s ~ ~ 1 I — I —
Q: —~ ~2 :ﬁz Zwita)lt +?Za)rl Z (C() a)lt -7 +a)lt ra)lt)w (447)

GOuz: 00.9

where @, is a weight function or a kernel.

4.3.3.3 Westerlund and Edgerton (2008) test

A panel cointegration test that considers both structural breaks and cross-
section dependence was developed by [116]. Apart from cross sectional
dependence and unknown structural breaks in both the intercept and slope,
their test allows for heteroskedastic and serially correlated errors, as well as

cross unit-specific time trends. Moreover, the structural breaks may be
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located at different dates for different panel members. Westerlund and
Edgerton (2008) propose two versions to test for the null hypothesis of no
cointegration which can be used under those general conditions. Their test is
derived from the Lagrange multiplier (LM)-based unit-root tests developed
by Error! Reference source not found., Error! Reference source not
found.and Error! Reference source not found.. The model under

consideration is

!

Yie = & +17 + 6D, + % B+ (DX )7 + 2 (4.48)

it (4.49)

where the indicesi =1, .., Nand t=1, ..., T denote panel members and the
time period, respectively. The k-dimensional vector x;: contains the regressors
and is specified as a random walk. The variable D is a scalar break dummy
such that Dit= 1 if t > T and zero otherwise. Hence, ai and fi represent the
Cross unit-specific intercept and slope coefficient before the break, while Ji
and yi represent the change in these parameters after the break. Wit is an
error term with mean zero and independent across i.%¢ the disturbance term
Zit IS generated by the following model that allows cross-sectional dependence

through unobserved common factors

z, =AF +u, (4.50)
F, =p,F +U; (4.51)
(Di( L )AUit =QU, ; t&, (4.52)

26 For notational simplicity, the model is restricted to allow for only one break
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P _
where (L) :=1—Z<pijLJ is a scalar polynomial in the lag operator L, Ftis a
j=1

dimensional vector of unobservable common factors Fj: with j = 1, ..., r, and
Ziis the corresponding vector of factor loading parameters. The error term u
is independent of ei and wit for all i and t, and eyt is mean zero and
independent across both i and t. Under the assumption that pj< 1 for all |, it
is assured that F; is stationary involving that the order of integration of the
composite regression error zir depends only on the degree of integration of
the idiosyncratic disturbance term vi. Hence, the relationship in Equation
4.48 is cointegrated if ¢i < 0 and spurious if ¢i = 0.2 Westerlund and
Edgerton (2008) test the null hypothesis that all N cross-section units are
spurious (HO: N1 = 0 with No:= N—N1) against the alternative that the first
N1 cross-section units are cointegrated while the remaining No:= N — N
units are spurious (Hi: N1 > 0).?% For testing purposes the LM principle is
used that the score vector has zero mean when evaluated at the vector of true
parameters under the null. Westerlund and Edgerton (2008) therefore

consider the following pooled log-likelihood function

log( L) = constant —1/ ZEN:(T log (af ) -1/ afieifj (4.53)

Their test can be derived by first concentrating the log-likelihood function

with respect to o7 and then evaluating the resulting score at the restricted

maximum likelihood estimates.

27 Further assumptions that are made to develop the test can be found in Westerlund and Edgerton (2008).
28 Westerlund and Edgerton (2008) argue that the assumption that the cointegrated units lie first is only for
Notational simplicity and is by no means restrictive.
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.
Let 67 :=1/T) ef then the score contribution for unit i is given by

t=1

—~

oogL 1 &, - S\ 8
o0 = ? Z(AS“ —ASi ) Sit - Si ), (4.54)
[ i =2

where S, is a certain residual defined below, while AS,and S are the mean

values of A§itand §it, respectively. The score vector is proportional to the

numerator of the least squares estimate of ¢; in the regression

AS_ = constant + ¢S +error. (4.55)

It follows that a test of the null of no cointegration for cross-section unit i
can be formulated equivalently as a zero-slope restriction in Equation (4.55),
which can be tested by means of either the least squares estimate of ¢i or its
t-ratio. Hence, by considering the form of the log-likelihood function, a
panel test of Ho vs. Hi can be constructed by using the cross-sectional sum of
these statistics for each i.

In the presence of cross-sectional dependence, the variable §itcan be
computed as

§it b &it _ﬁit _&Dit - Xi’tlgi —( D, X, )'72 _j:i,lft d (4.56)

where the common factor F, is the accumulated sum of the principal

component estimates AF of AF. This de-factoring makes the test robust to
cross-sectional dependence generated by common factors, while the test
regression can additionally be augmented to also make it robust to serial

correlation
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— - Pi —
AS, =constant+¢S, , + > ¢, AS,  +error. (4.57)
j=1

To obtain the new panel test, Westerlund and Edgerton (2008) define

LM (i):=T¢ [gj (4.58)

where @ is the least squares estimate of pi in Equation (4.57) with &, as the
estimated standard error from the same regression, and »° is the estimated

long-run variance of Avi based on S.. To obtain the second test statistic,

Westerlund and Edgerton (2008) introduce the t-ratio of ¢ given by

LM (i) ::#, (4.59)

where SE(¢ ) is the estimated standard error of ¢,. Based on LM,(i) and

LM.(i), Westerlund and Edgerton (2008) propose the two panel LM-based test

statistics for the null of no cointegration as

ML (N) == 3 LM, (i),

— 1 .
LMr(N):zﬁZLMT(l). (4.60)
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Finally, in consideration of the asymptotic properties of LM,(i) and LM(i),
Westerlund and Edgerton (2008) obtain the following normalized test
statistics?’

Z,(N)=+N(LM,(N)-E(B,)), (4.61)
Z.(N)=vN(LM.(N)-E(B,)). (4.62)

4.3.3.4 Estimation of Breaks

Westerlund and Edgerton (2008) follow the strategy of Bai and Perron
(1998) to determine the location of structural breaks. The approach
developed by Error! Reference source not found.allows for general forms of
serial correlation and heteroskedasticity in the errors, lagged dependent
variables, trending regressors, as well as different distributions for the errors
and the regressors across the segments that are separated by the breaks.
Moreover, they consider the case of a partial structural change model
meaning that not all parameters are necessarily subject to shifts. In line with
this approach Westerlund and Edgerton (2008) individually estimate the
break point(s) for each panel member i by minimizing the sum of squared
residuals from the regression in Equation (4.48) in first differences. The

break point estimator is defined as

1
T —1

7, = arg min

> (az, ). (4.63)

O<zi<1l

2% The complete analysis of the asymptotic properties of the newly developed tests and the explicit derivation of
Z 4(N) and Z(N) are explained in Westerlund and Edgerton (2008).
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4.3.4 Long-Run Estimators

Pesaran (2006) proposed common correlated effects (CCE) estimators to
estimate heterogeneous panel data models with a multifactor error structure.
The basic idea is to filter the cross-unit specific regresses by means of cross-
section averages of the dependent variable and the observed regresses. Thus,
cross-sectional dependence can be eliminated since the unobserved common
factors can be well approximated by those cross-section averages. Therefore,
the number of the stationary factors need not to be estimated. The CCE
procedure can be computed by running standard panel regressions where the
observed regresses are augmented with cross-sectional averages of the
dependent variable and the cross unit -specific regresses. Pesaran (2006)
developed two CCE estimators, the pooled and mean group CCE estimator,
to consider two different but related estimation and inference problems: one
that concerns the coefficients of the cross unit-specific regressors and the
other that focuses on the means of the individual coefficients. Kapetanios et
al. (2011) extend the work of Pesaran (2006) to the case where the
unobserved common factors are non-stationary. They show that the CCE
estimators are consistent even in the presence of unit roots in the unobserved
common factors and are also robust to structural breaks in the mean of those

unobserved factors.

Pesaran (2006) assumed the heterogeneous panel data model with yi: as the

observation on the i-th panel member attimetfori=1.. Nandt=1... T

Yie = ai'dt + ﬂi’xit +&, (4.64)
where d; represents a (n x 1) vector of observed common effects including,

on the one hand, deterministic components such as intercepts or seasonal
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dummies and, on the other hand, non-stationary observed common effects
such as the oil price. The observed cross unit-specific regresses are denoted
by the (k x 1) vector Xit, while the error term e is specified by a multifactor

structure

e, =y f +¢&,, (4.65)
where f; denotes the (m x 1) vector of unobserved common factors and & are
the cross unit-specific (idiosyncratic) disturbance terms, which are assumed
to be independently distributed of (d:, Xit). Since the unobserved factors fi
could be correlated with (di, Xit), a general specification of the cross unit-
specific regresses is adopted

x, =Ad + T f +v,, (4.66)

where Ai and I'i denote (n x k) and (m x k) factor loading matrices with fixed
components, and vy are the specific components of xi distributed
independently of the common effects and across i but assumed to follow

general covariance stationary processes.

Combining Equations 4.64 - 4.66 yields the system

Z :[yitJ: Bi' d, + Ci’ o+, (4.67)

(k+1)x1) X (k+1)xn) () ((k+Lxm)(mx1)  ((k+1)x1)
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with Ik as the identity matrix of order k. The rank of C;is determined by the

rank of the (m x (k + 1)) matrix of the unobserved factor loadings

fi :(}/i Fi)_30

Pesaran (2006) suggested the use of cross-section averages of the dependent
variable, yi, and the regressors, Xit, as proxies for the unobserved common
factors. For illustration purposes of the elimination of those factors, consider

the simple cross-section averages of the Equations in 4.673/

Z, =p'd+CH, +0T, (4.68)

N N N
whereZ =1/ N> z,, V¥, =1/ N> u,,B=1/ N> B, and
i=1 i=1 i=1

— N —

C =1/N> C,. suppose that Rank (C)=m<k+1for all N, so that
i=1

f =(CC')*C(z, -B'd, -0 ).ifur— 0 and C —> Cas N —> oo then

f —(CC’)'C(Z —d )—>0,asN —> co. (4.69)

This suggests that it is valid to use h, =(d/,z/) as observable proxies for the

unobservable common factors f;, and justified the basic idea of the common
correlated effects (CCE) estimators proposed by Error! Reference source not

found..

30 See Pesaran (2006) for details on the underlying assumptions.
31 Pesaran (2006) applied more general weighted cross-section averages. To simplify the illustration, this study
restricts the discussion about the CCE estimators to simple averages (see Kapetanios et al., 2011).
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Pesaran (2006) presents two estimators of the means of the cross unit-
specific slope coefficients. One is the mean group (MG) estimator developed
in Pesaran and Smith (1995) and the other is a generalization of the fixed
effects (FE) estimator that considers potential cross-sectional dependence.

First, the common correlated effects mean group (CCEMG) estimator is a

simple average of the individual CCE estimators, Bi of pi, defined as

- 1 N -
b - — b, , .
ceeme = T Z : (4.70)
bi = ( X/MX, ) X'My,, (4.71)

where X, = (xg, . Xs) ¥ = (Y ¥ ),@Nd M= 1. — H (H'H)*H’with
H =(D,Z ),where D and Z denote the (T x n) and (T x (k + 1)) matrices of

observations on di and Z, ,respectively.

Second, if the individual slope coefficients, i, are the same, efficiency could
be gained by pooling. Hence, Pesaran (2006) developed the common

correlated effects pooled (CCEP) estimator given by

—1

Becer = Z ><i’|\7>(i Z Xi’myi . (4.72)

4.3.5 Panel Causality

Cointegration implies that causality exists between the series but it does not
indicate the direction of the causal relationship. With an affirmation of a
long run relationship among Oil Exports Revenues (OER), Non-Oil
GDP(NGDP), and Foreign Direct Investment (FDI) and Productivity we test

for Granger causality in the long run relationship at the final step of
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estimation. Granger causality itself is a two-step procedure. The first step
relates to the estimation of the residual from the long run relationship.
Incorporating the residual as a right-hand side variable, the short run error
correction model is estimated at the second step. Defining the error term
from equation (4.45) to be ECTi, the dynamic error correction model of our

interest by focusing on NGDP, OER, FDI and PRO is specified as follows:
q q q q
ALNGDP, = ajj+ ) 8, ALNGDP,_ + » A;kALOER; . + ) @1 AGCFir + ) y , ALPRO;_y + ay;ECTir_; + &4
j kzl k k kz=1 k k ; k k ; Kk k

q q q q
ALOER;j; = oy; + Z 8,ikKALNGDP;_y + Z AikALOER¢ i + Z @, ALFDIL;_, + Z W, ALPRO;e_ + 0 ECTje_y + €55¢
k=1 k=1 k=1 k=1

q q q q
ALFDI;, = g + Z 85 ALNGDP,,_; + Z AsiALOER_y. + Z B ALFDI,_y + Z W4 ALPRO;y + a3 ECMq_; + €35
k=1 k=1 k=1 k=1

q q q q
ALPROy, = ay; + Z 8,4k ALNGD;_y + Z A ALOER_y. + Z @4k ALFDIL,_y + Z W, ALPRO;y + i ECMq_ + £45¢
k=1 k=1 k=1 k=1
(4.73)

where A is a difference operator; ECT is the lagged error-correction term
derived from the long-run cointegration relationship; theoa;;
a5, 03 and ay; are adjustment coefficients and the e, €2, €3it and esir are

disturbance terms assumed to be uncorrelated with mean zero.

The direction of causality can be determined by testing for the significance
of the coefficients of each dependent variable in Equations (4.45). For short-
run causal relationships, we test Ho: A;;x = 0 Vi, k, @45 = 0 Vi, k and Ho:
Vi = 0Vik to determine short-run Granger causality from oil export,
foreign direct investment and productivity to non-oil GDP, respectively; Ho:
82k = 0 Vi k, @y = 0Vi kand Ho: y,, = 0Vik to determine short-run
Granger causality from non-oil GDP, foreign direct investment and

productivity to oil export , respectively; 85 = 0 Vi, Kk, A3 = 0 Vi, k and Ho:
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V. = 0 Vi kto determine short-run Granger causality from non-oil GDP,

oil export and productivity to foreign direct investment; and &, = 0 Vi, kK,
Mk = O0Vi,k and Ho: @, = 0Vik to determine short-run Granger
causality from non-oil GDP, oil export and foreign direct investment to
productivity. For long-run causal relationships, the same test methods can be
used. That is to say, it can be used the Wald test and likelihood ratio test to
test the null hypothesis a1i=0, a2i=0, a3i=0 and a4=0. Causal relationship

exists if the hypothesis is rejected.

4.3.6 Granger Non-Causality

Granger (1969) developed a methodology for analyzing the causal
relationships between time series. Suppose x; and y, are two stationary

series. Then the

k k
Ye=a+ z BrYe—r + z ViXe—k T & (4.74)
k=1 k=1

Equation (4.67) can be used to test whether x causes y. The basic idea is that
if past values of x are significant predictors of the current value of y even
when past values of y have been included in the model, then x exerts a causal
influence on y. using above equation, one might easily test this causality

based on an F-test with the following null hypothesis:

Hoy:yp ==y =0
If Ho is rejected, one can conclude that causality from x to y exists. The x

and y variables can of course be interchanged to test for causality in the

other direction, and it is possible to observe Dbidirectional causality.

86



Dumitrescu and Hurlin (2012) (DH) provide an extended test designed to

detect causality in panel data. The underlying regression is as follows:

k K
Yie = a; + Z BikYit—k + Z YikXit—k T €t (4.75)
k=1 k=1

where x;;and y;.are the observations of two stationary variables for
individual i in period t. Coefficients are allowed to differ across individuals
(note the i subscripts attached to the parameters) but are assumed time
invariant. The lag order K is assumed to be identical for all individuals and
the panel must be balanced. As in Granger (1969), the idea to determine the
existence of causality is to test for significant effect of past values of x on the

present value of y. The null hypothesis is therefore defined as:
HO:Yil = =%Yik &= 0 Vi= 1, ,N (476)

which corresponds to the absence of causality for all individuals in the panel.
The test assumes there can be causality for some individuals but not

necessarily for all. The alternative hypothesis thus writes:

Hl:Yil _ e :ylk == 0 V 1: 1, ""Nl
Yik #0or..y;c 0 Vi=N;+1,...,N (4.77)
Where Ny € [0, N —1] is unknown. If N1 = 0, there is causality for all

individuals in the panel. N1 is strictly smaller than N, otherwise there is no

causality for all individuals and H; reduces to Ho.

Against this backdrop, DH propose the following procedure: run the N
individual regressions implicitly enclosed in (3), perform Wald tests of the K
linear hypotheses yin = ... = yik = 0, and finally compute W as the average of
the N individual Wald statistics:
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w==3"w (4.78)

where Wi is the standard adjusted Wald statistic for individual i observed
during T periods.3 Using Monte Carlo simulations, DH show that W is
asymptotically well-behaved and can genuinely be used to investigate panel

causality.

Under the assumption that Wald statistics W; are independently and
identically distributed across individuals, it can be showed that the
standardized statistic Z when T—oo first and then N—oo follows a standard

normal distribution
Z= \/:ﬁk (w—k) T,N - o N(0,1) (4.79)

Also, for a fixed T dimension with T > 5+2K, the standardized statistic 7

follows a standard normal distribution:

W —k|N = o N(0,1) (4.80)

N T—2k—5[T—2k—3
2= 2k T—k—-3 IT—2k—1

The testing procedure of the null hypothesis is finally based on Z and Z. If
these are larger than the corresponding normal critical values, then one
should reject Ho and conclude that there is Granger causality. For large N
and T panel datasets Z can be reasonably considered. For large N but
relatively small T datasets Z should be favored. Using Monte Carlo
simulations, DH have shown that the test exhibits very good finite sample

properties, even with both T and N small.
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4.3.7 Summary and Conclusion

The methodological framework of the study was reviewed in this chapter.
This research uses recently developed panel techniques that accommodate
both structural breaks and cross-sectional dependence simultaneously rather
than neglecting both or tackling only one of these issues at a time. First, the
test for cross-sectional independence proposed by[91][94]is briefly presented.
Second, as a starting point of the integration analysis, this study applies the
first-generation panel unit root tests which neglect the presence of both
structural breaks and cross-section dependence but are commonly used in
the panel data literature on the most variables in our study. Specifically, the
Levin et al. (2002) (LLC), Breitung (2000), Im et al. (2003) (IPS), the Fisher-
type ADF and Fisher-type PP test. Then, this study applies the second-
generation panel unit root test proposed by [26] as a second step. This test
allows for structural breaks in the level, slope or both, which can occur at
different dates for different countries and may have different magnitudes of
shift. Furthermore, the common factor approach enables the common

shocks to affect countries differently via heterogeneous factor loadings.

Third, when it is established that all variables are integrated of same order,
the co-integration relationship among variables in the next step will be
examined. To examine the existence of a cointegration relationship this
study repeats both types of tests, with and without structural breaks and
cross-sectional dependence. In first step, the first-generation panel
cointegration tests proposed by Error! Reference source not found., [89]and
[91]. In a second step, this study applies the LM-based tests proposed by
[116]that simultaneously consider cross-section dependence and structural

breaks, which may be located at different dates for different panel members.
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Additionally, this test allows for heteroskedastic and serially correlated

errors, and cross unit-specific time trends.

Fourth, Sub-section 4.3.4 discusses Pesaran (2006)’s common correlated
effects (CCE) estimators that are used to estimate the long run relationship
between non-oil GDP, oil exports, foreign direct investment and productivity.
Finally, the application of the pooled mean group (PMG) estimator is used to
identify the possibility of a causal relationship between the research model
variables.
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Chapter 5: Empirical Results and Discussions

5.1 Introduction

As the methodology of the research studied in the previous chapter, in this
chapter, at the first, | state sources of data and their definition. Then, the
research methodology (as Extended Panel Time Series Models) is presented
as fallow: First, the test for cross-sectional independence proposed by [94] is
briefly presented. Second, this study applies the first-generation panel unit
root tests which neglect the presence of both structural breaks and cross-
section dependence but are commonly used in the panel data literature on
the most variables in our study. Specifically, the Levin et al. (2002) (LLC),
Breitung (2000), Im et al. (2003) (IPS), the Fisher-type ADF and Fisher-type
PP test. Then, this study describes the panel unit root test developed by
Error! Reference source not found.which allows for structural breaks and
cross-sectional dependence. Third, to examine the existence of a
cointegration relationship this study repeats both types of tests, with and
without structural breaks and cross-sectional dependence. In first step, the
first-generation panel cointegration tests proposed by [70], [89]and [91]; the
second-generation panel cointegration test suggested by [116], which also
considers structural breaks and dependence across countries, is introduced.
Fourth, Sub-section 3.4 discusses Pesaran (2006)’s common correlated
effects (CCE) estimators that are used to estimate the long run relationship
between energy consumption and GDP. Finally, the pooled mean group

estimator for non-stationary heterogeneous panels suggested by Error!
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Reference source not found.to establish dynamic panel causality is briefly

presented.

5.2 Data

This study uses annual data from 1980 to 2015 (Million US dollars, 2010
constant) for OPEC member Countries; Algeria, Angola, Ecuador, Iran,
Irag, Kuwait, Libya, Qatar, Saudi Arabia, United Arab Emirate and

Venezuela. The variables considered in the study are as follows:

OER: Oil Export Revenue that was obtained by multiplying Oil Export in
Average price of oil. The data on this variable has been obtained for Arabian
countries from the Arab Monetary Fund (AMF) and for anther countries
from OPEC.

NGDP: Nominal non-oil GDP was obtained by subtracting oil Export from
Nominal GDP. We obtained the data on this variable from OPEC and World

Bank data base.

Productivity: To obtain Nominal productivity, non-oil GDP was divided by
total labor force. The data on this variable has been obtained from OPEC
and World Bank data base.

FDI: foreign direct investment has been obtained from The United Nations

Conference on Trade and Development.

We deflated our data using local Consumer Price Index (CPI, 2010
constant). GDP deflator tends to over deflate the non-oil output because of
the heavy weight of oil in the GDP. On the other hand, deflating oil revenues
by the GDP deflator will not reflect their real impact on the economy as the

terms of trade effect is removed. All variables are transformed in natural
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logarithms because it helps to rescale and minimize the fluctuations in the

data series.

5.3 Cross-section dependence tests results

As a first step, this study applies the cross-section dependence (CD) test
developed by Error! Reference source not found.to verify the consideration
of cross-section dependence in the analysis of the relationship between Oil
Export, Non-Oil GDP, Foreign Direct Investment and Productivity. Thus, all
research variables model is initially tested for dependence across the OPEC
member Countries under investigation. The pair-wise correlations which are
necessary to compute the CD statistics are obtained from the residuals of the
regression of each variable on a constant, a linear trend and a lagged

dependent variable for each country.

The results of the CD tests based on these correlations indicate that NGDP,
OER, FDI and Productivity are highly dependent across countries (although
correlation for productivity is negative). Table 5-1 indicates that the null
hypothesis of cross-section independence can be clearly rejected by a value
of 31.59 for Non-0Qil GDP (p*’= 0.71), 36.99 for OER (p= 0.83), 31.84 for
CGF (p = 0.72) and -2.56 for Productivity (p= -0.06).*> This finding
underlines the already mentioned importance of taking into account cross-
section dependence when analyzing the relationship between Oil Export

Revenue, Non-Oil GDP, Foreign Direct Investment and Productivity.

32 p is the sample estimate of the pair-wise correlation of the OLS residuals.
33 The CD test are performed using the Stata routine ""xtcd"* proposed by Pesaran (2004). The routine performs
the same CD test as the xtcsd varname, pesaran command by De Hoyos and Sarafidis (2006).
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Table 5-1: Results of Cross Section Dependence Tests for All Research Variables Model over the
Period 1980-2015(Million US Dollars, 2010 Constant)

Variable CD-test p P-Value
LNGDP 31.59 0.71 0.000
LOER 36.99 0.83 0.000
LFDI 31.84 0.72 0.000
LPRO -2.56 -0.06 0.010

Source: Research Findings, using sample data (1980-2015). Under the null hypothesis of cross-
section independence CD ~ N (0,1)

5.4 Unit Root Tests Results

As a starting point of the integration analysis, this study applies the first-
generation panel unit root tests which neglect the presence of both structural
breaks and cross-section dependence but are commonly used in the panel
data literature on the most variables in our study. Specifically, the Levin et
al. (2002) (LLC) test and the t-statistic proposed by [35]which both tests for a
common unit root process as well as the W-statistic suggested by Im et al.
(2003) (IPS), the Fisher-type ADF and Fisher-type PP test (see [46] and
Error! Reference source not found.) that assume individual unit root
processes are applied. Without exception, all unit root tests assume non-
stationary under the null hypothesis. All of the unit root tests find out that

the maximum order of integration for all four research model variables is
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one. The optimal lag length is determined by the Schwarz information

criteria (SIC). All tests have been implemented without trend.?*

5.4.1 Levin, Linand Chu (LLC) Test Results

The null hypothesis in Levin, Lin and Chu (2002) test is that each individual
time series has a unit root. But, the alternative hypothesis is that each time
series is stationary. Based on LLC test, we fail to reject the null hypothesis of
a unit root for four series at the levels. But, the null hypothesis is rejected at
the first differences for all variables in OPEC member countries at 1% level
of significance. Therefore, it reveals that all four variables in OPEC member

countries are integrated of order one.

Table 5-2: The Result of Levin, Lin And Chu (LLC) Unit Root Test Without Structural Breaks and Cross-Section
Dependence for All Research Model Variables Over the Period 1980-2015(Million US Dollars,2010 Constant)

Level First Difference
Variable t-stat* t-stat* Conclusion
(P-value) (P-value)
LNGDP 2.4984 -3.1199 Stationary at first difference
(0.9938) (0.0009)
LOER 0.7963 -4.9357 Stationary at first difference
(0.7871) (0.0000)
LCGF 1.4998 -9.3131 Stationary at first difference
(0.9332) (0.0000)
LPRO 1.8705 -3.4153 Stationary at first difference
(0.9693) (0.0003)

Source: Research Findings, using sample data (1980-2015). t * -stat is adjusted t

34 The results of all noted first generation panel unit root tests are implemented using STATA 15.
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5.4.2 Breitung Test Results

Breitung test (2000) test also is in line with other tests. The null and
alternative hypotheses are same with Levin, Lin and Chun test. So, the null
hypothesis is that each individual time series is non-stationary. But, the
alternative hypothesis is that each time series don’t have a unit root. As
Table 5-3 shows in this case also at the levels for four variables the null
hypothesis cannot be rejected. On the other hand, at the first difference for

OPEC member countries are stationary.

Table 5-3: The Results of Breitung (2000) Unit Root Test Without Structural Breaks and Cross-Section
Dependence for All Research Model Variables Over 1980-2015(Million US Dollars,2010 Constant)

Level First Difference
Variable t-stat* t-stat* Conclusion

(P-value) (P-value)

LNGDP 5.2429 -7.1271 Stationary at first difference
(1.0000) (0.0000)

LOER -1.0376 -9.8003 Stationary at first difference
(0.1497) (0.0000)

LCGF 4.0984 -11.1249 Stationary at first difference
(1.0000) (0.0000)

LPr -0.2675 -4.3836 Stationary at first difference
(0.3946) (0.0000)

Source: Research Findings, using sample data (1980-2015). t * -stat is adjusted t
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5.4.3 Im, Pesaran and Shin (IPS) Test Results

According to findings of this test in Table 5-3 it is obvious that in term of
first differences, the variables are integrated of order one at 1% level of
significance. The first, it is failed to reject the null hypothesis at levels for all
variables. When the test is applied at the first differences for four panels, the
null hypotheses is rejected at 1% level of significance. Thus, all variables for

OPEC member countries are stationary in their first differences.

Table 5-4: The Results of Im, Pesaran And Shin (IPS) Unit Root Test Without Structural Breaks and
Cross-Section Dependence for All Research Model Variables Over the Period 1980-2015(Million US
Dollars,2010 Constant)

Level First Difference
Variable W-stat* W-stat* Conclusion
(P-value) (P-value)
LNGDP 3.2949 -8.3875 Stationary at first difference
(0.9995) (0.0000)
LOER 1.9991 -8.4623 Stationary at first difference
(0.9772) (0.0000)
LCGF 3.5495 -10.0422 Stationary at first difference
(0.9998) (0.0000)
LPRO 1.4660 -8.9238 Stationary at first difference
(0.9287) (0.0000)

Source: Research Findings, using sample data (1980-2015).
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5.4.4 Fisher ADF Test Results

In Fisher ADF Test the null hypothesis is like LLC, that each series has a
unit root. But the alternative hypothesis for IPS is that all the individual
series don’t have unit roots. According to the results in Table 5-5, Fisher
ADF fails to reject the null hypothesis at 1% significance level of a unit root
for all variables at levels of the series. On the other side, the testing in the
first differences at the 5% significance level in each panel supports the

rejection of the hypothesis. The variables are integrated of order one.

Table 5-5: The Result of Fisher ADF Unit Root Test Without Structural Breaks and Cross-Section
Dependence for All Research Model Variables Over the Period 1980-2015(Million US Dollars,2010

Constant)
Level First Difference
Variable Chi-Squared * Chi-Squared * Conclusion
(P-value) (P-value)
LNGDP -2.1907 19.3696 Stationary at first difference
(0.9783) (0.0000)
LOER -2.0717 16.9240 Stationary at first difference
(0.9809) (0.0000)
LCGF -2.1944 22.4823 Stationary at first difference
(0.9859) (0.0000)
LPRO -1.7292 20.8945 Stationary at first difference
(0.9581) (0.0000)

Source: Research Findings, using sample data (1980-2015). Note: Probabilities for Fisher-type tests
are computed using an asymptotic Chi-square distribution.
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5.4.5 Phillips-Perron ADF Test Results

In Phillips-Perron ADF Test the null hypothesis is like Fisher ADF test, that
each series has a unit root. But the alternative hypothesis for IPS is that all
the individual series don’t have unit roots. According to the results in Table
5-6, Phillips-Perron ADF fails to reject the null hypothesis at 1%
significance level of a unit root for all variables at levels of the series (except
for LPRO). On the other side, the testing in the first differences at the 5%
significance level in each panel supports the rejection of the hypothesis. The

variables are integrated of order one.

Table 5-5: The Result of Phillips-Perron ADF Unit Root Test Without Structural Breaks and
Cross-Section Dependence for All Research Model Variables Over the Period 1980-2015(Million
US Dollars,2010 Constant)

Level First Difference

Variable Chi-Squared * Chi-Squared * Conclusion
(P-value) (P-value)

LNGDP  -1.4975 38.2113 Stationary at first difference
(0.9329) (0.0000)

LOER -1.8973 38.6520 Stationary at first difference
(0.9711) (0.0000)

LCGF -2.4081 38.8298 Stationary at first difference
(0.9920) (0.0000)

LPRO 6.0487 53.7315 Stationary at level and first
(0.0000) (0.0000) el B

Source: Research Findings, using sample data (1980-2015).
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5.4.6 Modified Sargan and Bhargava Test Results

The failure of the first-generation panel unit root tests to reject the null of
non-stationarity for the levels of the variables may be due to the omission of
structural breaks [92] Thus, the consideration of structural breaks and,
additionally, cross-section dependence should provide more reliable results.
Consequently, this study applies the second-generation panel unit root test
proposed by Error! Reference source not found. as a second step. This test
allows for structural breaks in the level, slope or both, which can occur at
different dates for different countries and may have different magnitudes of
shift. Furthermore, the common factor approach enables the common
shocks to affect countries differently via heterogeneous factor loadings. The
Bai and Carrion-i-Silvestre test produces two sets of three statistics; Bai and
Carrion-i-Silvestre (2009) claim that the simplified set are most appropriate
for the level and trend break model and suggest that the Z and P statistics
have the best small sample properties; hence, we focus on those two
(simplified) statistics in 5-11; The results of the test developed by Error!
Reference source not found.are presented in Table 5-11 and confirm the
finding of non-stationary in some of variables. Due to the Z statistic we can’t
be rejected the null hypothesis of a unit root for LNGDP, LOER and LPRO
at 5% significance, while for P statistics we can’t be rejected the null
hypothesis of a unit root for LOER and LFDI at 1% significance in the

model with a break in the level and trend.?’

35 The results of second generation panel unit root tests is implemented using the Gauss 18 software.
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Table 5-7. Bai And Carrion-I-Silvestre (2009) Panel Unit Root Test with Endogenous

Breaks (In Level and Trend) And Cross-Sectional Dependence.

variable Simplified tests statistic
zZ* P*
In level
LNGDP -1.755 43.599
LOER -2.078 33.015
LFDI 6.849 11.382
LPRO 0.063 74.577

In first difference

D.LNGDP -0.688 60.737
D.LOER 1.932 129.844
D.LFDI -2.797 75.857
D.LPRO -2.380 63.249

Source:  Research Findings, using sample data (1980-2015). Note: The z statistic
follows the standard normal distribution; whereas, the P statistic follows the Chi-square
distribution. The null hypothesis of a unit root is rejected at 1% and 5% significance
level, denoted by * and **, respectively.

According to the results of the panel unit root tests for four variables

presented for OPEC member countries, most of variables are non-stationary

in level. In the other hand, all variables are stationary at the first difference.

It means that all variables are integrated of order one. The failure of the

first-generation panel unit root tests to reject the null of non-stationary for

the levels of the variables may be due to the omission of structural breaks

[98]. Thus, the consideration of structural breaks and, additionally, cross-

section dependence should provide more reliable results. Consequently, it is

required to examine the long-run equilibrium relationship doing panel
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cointegration tests can be performed. Below we performed most common

panel cointegration tests.

5.5 Panel Cointegration Test Results

When a panel unit root is conducted, for at least two variables and they have
unit roots, it should be studied that whether there is a long-run equilibrium
relationship among the variables. A stationary variable has a time-invariant
mean and a time-invariant variance. By contrast, a non-stationary variable
has a time-varying mean, a time-varying variance, or both. A non-stationary
variable may wander arbitrarily over time. When the first difference of a
non-stationary variable is stationary, the variable is said to be integrated of
order one, denoted I (1). When a linear combination of two or more | (1)
series is stationary, the series are said to be cointegrated. Thus, we should
test for panel cointegration implying whether | (1) variables are in a long-
run equilibrium or move together. To examine the existence of a
cointegration relationship this study repeats both types of tests, with and
without structural breaks and cross-sectional dependence. Firstly, the first-
generation panel cointegration tests proposed by [70], [89]and [91] are
applied®s. Cointegration tests show that variables are cointegrated. The

results of these panels have been brought below.

5.5.1 The Pedroni Panel Cointegration Tests Results

Given that each variable is integrated of order one, next step is to test for

cointegration. As the panel variables are integrated of order one, I (1), then

38 The results of first generation panel cointegration tests are implemented using the Eveiws 9.0 software.
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we would test for the existence of panel cointegration. Pedroni assume the
null hypothesis of no cointegration and use the residuals determined by a
panel regression to construct the test statistics and determine the
asymptotically normal distribution. Pedroni proposes seven test statistics that
can be distinguished in two types of residual based tests. Four tests are based
on pooling the residuals of the regression along the within-dimension of the
panel (panel tests), while three are based on pooling the residuals along the
between-dimension (group tests). Table 5-8 reports the empirical realizations
of Pedroni’s panel cointegration tests. With the exception of the panel v-
statistic in the case without trend and group PP-statistic and group p-statistic
in the case with trend, the null hypothesis of no cointegration among the
variables in panel certainly is rejected at 10% significance level. Therefore,
according to Pedroni's panel cointegration test the variables have a long-run

relationship.
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Table 5-8: Pedroni’s Panel Cointegration Test Results Without Structural Breaks and Cross-Section
Dependence for All Research Model Variables Over 1980-2015(Million US Dollars,2010 Constant)

with trend without trend
Test statistics Panel probability Test statistics Panel probability
statistics statistics

Panel v-Statistic 2.246739 0.0123 Panel v-Statistic -1.378450 0.9160

Panel p-Statistic -2.037980 0.0208 Panel p-Statistic -3.162721 0.0008

Panel PP- -2.389476 0.0084 Panel PP-Statistic -3.976986 0.0000
Statistic

Panel ADF- -2.627518 0.0043 Panel ADF-Statistic -4.273636 0.0000
Statistic

Group p- -0.839193 0.2007 Group p-Statistic -1.405769 0.0799
Statistic

Group PP- -1.040747 0.1490 Group PP-Statistic -3.252031 0.0006
Statistic

Group ADF- -2.179473 0.0146 Group ADF-Statistic -4.012571 0.0000
Statistic

Source: Research Findings, using sample data (1980-2015). Notes: The null hypothesis is that the variables are not
cointegrated Under the null hypothesis, all the statistics are distributed as standard normal distributions. The finite sample
distribution for the seven statistics has been tabulated in Pedroni (2004).

5.5.2 Kao (1999) Panel Cointegration Test Results

Kao (1999)’s test is a generalization of the Dickey-Fuller (DF) and
Augmented Dickey-Fuller (ADF) tests in the context of panel data. In Kao
Test the null hypothesis is like Pedroni. The null hypothesis is that the
variables are not cointegrated. Kao use the residuals determined by a panel
regression to construct the test statistics and determine the asymptotically
normal distribution. According to p-values presented in the Table 5-9 the
results of the Kao's panel cointegration test among four variables indicates

the presence of panel cointegration at 1% significance level.
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Table 5-9: Kao’s Panel Cointegration Test Results without Structural Breaks and Cross-Section
Dependence for All Research Model Variables Over 1980-2015(Million US Dollars, 2010 Constant)

Without trend
Test statistics t- statistic probability
ADF-statistic -2.931126 0.0017

Source: Research Findings, using sample data (1980-2015)

5.5.3 Hatemi-J’s (2008) Cointegration Test Results

the results of these first-generation panel cointegration tests that neither
allow for structural breaks nor cross-section dependence suggest evidence
for a long-run equilibrium relationship between LNGDP, LOER, LFDI and
LPRO, contrary to the first-generation unit root tests, the first-generation
panel cointegration tests are able to reject the null although it doesn’t
consider structural breaks. Hence, in a second step, this study applies
Hatemi-J’s (2008) test, that reveal evidence in favor of a long-run
relationship between non-oil GDP, oil export revenue, foreign direct
investment and productivity, when allowing for breaks in the level and the
slope of this relationship. The results of Hatemi-J’s (2008) Test tests are
reported in Table 5-10. We find that modified ADF* fails to reject the null
hypothesis of no cointegration at 1% level of significance, while Z* and Z*
tests reject the null hypothesis of no cointegration at 1% level of significance.

So, there exists a long-run relationship between non-oil GDP, oil export
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revenue, foreign direct investment and productivity with two endogenous
structural breaks for the period 1980-2015%".

Table 5-10: Hatemi-J’s (2008) Test for Cointegration With Two Unknown Structural

Breaks
test test Statistic First break point reject null hypothesis of no
Second break point cointegration
ADF* -4,153 2010 no
2010
Z" -22.892* 1986 yes
1997
Za" -430.558* 1986 yes
1997

Source: Authors calculations, using sample data (1980-2015). *, ** and *** denote
significance at the 1%, 5% and 10% levels, respectively. The critical values for HJ tests are
available in HJ (2008, pp 501).

5.6 Long-Run Estimations Results

As a next step, the present research explicitly estimates the long-run
relationships®® between Non-Oil GDP, Oil Export Revenue, Foreign Direct

Investment and Productivity:

LNGDPII :(ZiLNGDP +5ilt_NGDP +ﬂiLNGDP LOERi't +,BiLNGDP LFDIi't +,BiLNGDP LPROi’t +gilt_NGDP
LOER,, = of-%%R + 5t + BLORLNGDR,, + 4°RLFDI,, + 4 "°RLPRO,  + &R
LFDI;, = a™ + é]tLFD' + B! LNGDP,, + B3P LOER, ot BPLPRO, ot gi%FD'

LPROit — aiLPRO+diIEPRO+biLPRO LNGDPit+biLPRO LOERit+bi LPRO LFDIit+eiIEPRO

(4.71)

37 The results of second generation panel cointegration tests are implemented using the Gauss
software.

38 The results of long-run estimates are implemented using the Stata 15 software.
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where i =1, ..., N refers to each country in the panel and t = 1, ..., T denotes
the time period, ai and 6; are country-specific fixed effects and time trends,
respectively. For this purpose, this study uses not only the fixed effects (FE)
and mean group (MG) estimator proposed by Error! Reference source not
found.but also Pesaran’s (2006) common correlated effects (CCE) estimators
to consider the presence of common factors which cause cross-section
dependence. The first group of estimates is associated with the assumption of
errors are weakly cross-sectional dependent, while the latter group assumes

cross section error independence.

The results of the long-run estimates are reported in Table 5-11and 5-12.
The Table 5-11 gives the fixed effects (EF) and mean group (MG) estimates,
Table 5-12 gives the common correlated effects pooled (CCEP) and common
correlated effects mean group (CCEMG) estimates. Moving from EF and
MG to CCEP and CCEMG chances the results significantly: As the CD test
statistics shows, the fixed effects (EF) and mean group (MG) estimates
exhibit considerable cross-section dependence. In contrast, the common
correlated effects pooled (CCEP) and common correlated effects mean group
(CCEMG) estimates in the other two columns have a purged and, hence,
greatly reduced cross-section dependence. First, we survive the results of FE
and MG estimators in Table 5-11. In the first column of Table 5-11, the

results of the FE estimates show that:

e LOER, LFDI, and LPRO have a positive and significant effect on
LNGDP at 5% level, implying that if LOER, LFDI, and LPRO
increase by 1%, then LNGDP raises by 0.82% - 0.98% - 1.93% for

the same respectively.
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LNGDP, LFDI have a positive and significant effect on LOER at
5% level, although LPRO has a negative and significant effect on
LOER at 5% level. It means, if LNGDP and LFDI increase by 1%,
then LOER raises by 0.2% - 0.26% for the same respectively, while
1% increase in LPRO leads to decrease in LOER of 0.28%.
LNGDP, LOER have a positive and significant effect on LFDI at
5% level, also LPRO has a negative and significant effect on LFDI
at 5% level. It means, if LNGDP and LOER increase by 1% LFDI
raises by 0.23% - 0.3% for the same respectively, whereas 1%
increase in LPRO leads to decrease in LFDI of 0.12%.

LFDI, LOER have a negative and significant effect on LPRO at 5%
level, while LPRO has a positive and significant effect on LPRO at
5% level. This is, if LOER and LFDI increase by 1%, then LPRO
raises by 0.36% - 0.13% for the same respectively, but 1% increase
in LNGDP lead to increase in LPRO of 0.28%.

In the second column of Table 5-11, the results of the MG estimates

indicate that:

LOER, LFDI have a positive and significant effect on LNGDP at
5% level, but LPRO has a positive and insignificant effect on
LNGDP at 5% level. It means, if LOER, LFDI and LPRO increase
by 1%, then LNGDP raises by 0.59% - 1.5% - 0.45%. For the same
respectively.

LNGDP, LFDI have a positive and significant effect on LOER at
5% level, also LPRO has a negative and insignificant effect on
LOER at 5% level. This is, if LNGDP and LFDI increase by 1%,
then LOER raises by 0.14% - 0.17% for the same respectively, while
1% increase in LPRO leads to decrease in LOER of 0.22%.
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LNGDP has a positive and significant effect on LFDI at 5% level,
although LOER has a positive and insignificant effect and LPRO
has a negative and insignificant effect on LFDI at 5% level. It
means, if LNGDP and LOER by increase 1%, then LFDI raises by
0.23% - 0.47% for the same respectively, whereas 1% increase in
LPRO leads to decrease in LFDI of 0.32%.

LNGDP has a positive and insignificant effect on LPRO at 5%
level, also LOER and LPRO have a negative and insignificant
effect on LPRO at 5% level. This is, if LOER and LFDI increase by
1%, then LPRO raises by 0.46% - 0.37% for the same respectively,
but 1% increase in LNGDP lead to increase in LPRO of 0.34%.
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